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This paper is intended for those Data Networking Systems Specialists who have a thorough understanding of routing techniques and who have read  CabletronÕs Networking Strategy: 1994 and Beyond, and our white paper titled Automated Connection Management Services.



SecureFast Virtual Networking is the name used to describe a group of  related technologies Cabletron has been actively developing since 1991. The concepts behind SecureFast Switching (SFS) apply to both packet- and ATM cell-based switching technologies. This paper is intended to provide the reader with a complete review of SecureFast technology, its value, and its implementation into existing and future networks.

�

Table of Contents

� TOC \o "1-1"  �

1.0.  Introduction	2

	1.1.  The Promise of ATM	3

	1.2.  New Transport and Management Infrastructures	6

	1.3.  Why not just use ATM?	7

	1.4.  Redefining the Network	8

2.0.  Switching Offers Virtual Networks	9

	2.1.  What is a virtual network?	9

	2.2.  ATM ForumÕs Basic LAN Emulation	10

	2.3.  Virtual LANs	11

	2.3.1.  VLAN Implementations	12

	2.3.1.1.  MAC Encapsulation	12

	2.3.1.2.  MAC Translation	12

	2.3.2.  Virtual LANs require Virtual Routers	12

	2.3.3.   The Value of VLANs	13

	2.4.  What is Connection-oriented Switching?	13

3.0.  CabletronÕs SecureFast Switching	14

	3.1.  What is SecureFast  Switching?	14

	3.2.  Overview of SFS Operation	15

	3.3.  Deploying SFS with Traditional Routers	17

	3.4.  The Value of SFS	18

4.0.  Fast Packet Switch Technology Overview	20

	4.1.  FPS Implementations and Cabletron's PLUS Architecture	21

	4.2.  Software-based Packet Switch	22

	4.3.  Hardware-based Fast Packet Switching Engines	22

	4.3.1.  i960 Management CPU	22

	4.3.2.  MAC Layer Translation Logic	22

	4.3.3.  Connection Lookup Engine	23

	4.3.4.  Connection Table Database	23

	4.3.5.  Packet Q Management Logic	23

	4.3.6.  Packet Buffer RAM	23

	4.3.7.  TDM and DMA Engine	23

	4.3.8.  Connection Statistics Engine	24

	4.4.  Selecting the Best Switch	24

	4.5.  Switch Scalability	24

	4.6.  SecureFast Automated Connection Management Services	25

	4.7.  Key Technologies that Enable Virtual Networks	26

	4.8.  Virtual Network Vendors	27

��1.0  Introduction

1.1.   The Promise of ATM

With the introduction of Frame Relay and ATM, we have begun a transition towards the use of connection-oriented switching systems in our network infrastructures. In fact, ATM is one of the switching technologies that many people believe will revolutionize the kinds of ser�vices networks will be capable of pro-viding. ATM promises to provide Òglobal connectivityÓ and Òbandwidth on demandÓ at an economical price. The key benefits provided by the ATM model include:



Ê¥	Reduced cost of ownership

Ê¥	Any-to-any connectivity

Ê¥	Virtually unlimited bandwidth

Ê¥	Significantly improved reliability via Connection-oriented switching

Ê¥	Deterministic and guaranteed latency through QOS

Ê¥	Increased Security

Ê¥	Integrated voice, video and data on one network



The key technological difference that sets ATM far ahead of todayÕs networks is its use of a connection-oriented switching system instead of todayÕs more common connectionless ap�proach. In a connection-oriented network, packet routing is accomplished through signaling performed at the time the connection is established. This allows functions such as path selec�tion,  access control, security, and bandwidth allocation to be checked once before the user is allowed access to the network. Once this signaling process is completed, the user is then pro�vided with a connection, the proper network resources being allocated to the user for the dura�tion of the connection. Data transfer can then take place at high speed since no additional network processing needs to be performed on subsequent packets. Connection-oriented net�works like ATM place more focus on end-to-end connections and the real users of the net�work. Connection-oriented networks are far easier to manage than connectionless networks.



Before we can realize any of the advantages promised by these new connection-oriented ser�vices, we must first see the availability of competitively priced Switched Virtual Connection (SVC) management services from both public and private providers. Manually configured and managed Permanent Virtual Connections (PVC) are only a short-term solution. ATM, when limited to PVCs, does not provide any of its promised greatness. There are many vendor in�teroperability issues that currently inhibit SVC support. These issues will require significant industry R&D investment to allow widespread deployment of switched networks that sup�port SVCs. Industry-wide interoperability is the key that will unlock and open up the packet and cell switch virtual networking market. 

�Cabletron is committed to this goal. We are currently working with many other networking vendors and service providers to define a set of standards that will insure interoperability of all next-generation products so that customers may fully realize the expected benefits of these new technologies. The arena for establishing these standards is called the ATM Forum. Cabletron is an active member of the Forum, contributing input on a consistent basis. We are primarily involved in the areas of connection management, network management, LAN emulation, and the physical layer standards that will enable ATM to operate over unshielded twisted pair cabling. Without these standards, it is unlikely that connection-oriented switch�ing technologies can be deployed on a widespread basis. For this reason, all of CabletronÕs SecureFast Virtual Networking products are being developed based on these ATM Forum standards. We have, and will continue, to openly disclose all interfaces between our SecureFast products. Our goal is plug and play inter-operability with all other vendorÕs switching products at both the management and transport layers. 

� EMBED Word.Picture.6  ����Until ATM is fully deployed, networks will continue to make use of existing LAN technolo�gies at many of the endpoints. Even as ATM becomes viable, it is unlikely that all network users will replace their existing Ethernet, Token Ring or FDDI equipment. Therefore, there must be put into place a way for ATM users to com-municate with non-ATM users. This is one of the services that the next generation of smart hubs must provide. The ATM ForumÕs LAN emulation standards will provide a basic set of services to accomplish this. CabletronÕs SecureFast Switching extends the ATM LAN emulation model to be layer (3) sensi�tive. By doing so, SFS can provide both ATM and non-ATM users with all of ATMÕs promised benefits.
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  CabletronÕs SFS products will provide more value than bridges and routers.

�1.2.  New Transport and Management Infrastructures

In the past, network management systems were not actively involved in the real-time opera�tion of the network. Network administrators would use the management system as a tool to monitor and configure network devices.  Therefore, the manage-ment system's value was only as good as the person using it. As we move forward, it becomes increasingly more difficult to rely solely on operator expertise for proper configuration and operation of the network. Management systems must become more capable so that they can deal with real-time issues directly, without human input. Furthermore, next-generation connection-oriented switching systems will not operate on their own. They must rely on full-time access to real-time man�agement services in order to establish connections. Without it, the next-generation network cannot service user requests or deal with operational faults.
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                Figure 1:  Connection-oriented virtual networks require real-time management.

The management infrastructure should define the rules by which a fast packet switching sys�tem operates.  Management can be broken down into two sub-categories:  Enterprise Management and Automated Connection Management Services. The enterprise management platform can be thought of as the highest level of network management that defines the net�work operating rules.  The SecureFast Automated Connection Management Services (ACMS) enforce the rules which are governed by the enterprise manager.



The transportation infrastructure performs the packet or cell transport service.   All of the switches in an SFS switching system are under the supervision of the connection manage�ment servers. SecureFast Switches interact with the ACMS to request connections for the at�tached users. 

�1.3.  Why not just use ATM?

ATM will provide us with a new set of technologies deployable in both inside and outside building networks. ATM is a low level, cell-based information transport technology. It pro�vides no inherent error protection for the information being transported. While todayÕs LAN technologies place much of the burden of  reliable information delivery inside the transport layers, ATM relies on a complex connection management layer in order to simplify the trans�port layer. This allows ATM networks to operate at far greater levels of performance as com�pared to todayÕs typical router-based networks. The performance gain is made possible by re�ducing the per-packet workload of the switching devices, placing it instead on the endpoint stations. Each ATM endpoint station (user) must first signal the network management system and request a connection to one or more other endpoints.



Before they can be sent out on the network, the packets must be precisely formatted into 53-byte ATM cells, and each ATM switch in the connection path must be configured by the network management system. After each step has been successfully completed, user cells will be delivered by the network. The re�ceiving ATM user must reassemble the cells back into packets before delivering them to the higher level service or application. If any cell is lost, the entire packet (consisting of many cells) must be sent again. Even if the switches or the links interconnecting them have a low bit-error rate, the overall throughput of the ATM network supporting data transfer applications will be very poor. While voice and video services can tolerate low bit-error-rate line quality, data transfer applications can not. This issue and others, such as real-time congestion control, still present significant hurdles that must be overcome before ATM can cost-effectively re�place todayÕs packet-based LANs and WANs. 



New management systems, connection signaling, cell switching and end-user network adapters would have to be installed before most of ATMÕs benefits can be realized. ATM de�ployment will be expensive and require new expertise on the part of vendors and implemen�tors. ATM will also require that existing layer 3 protocols and applications be re-engineered so that they will use the functions defined in the User-to-Network-Interface (UNI) specifica�tion to signal the management system to request connections. Remember, ATM works like the phone systemÐÐa connection is established between parties and you start talking. Unfortunately, todayÕs applications and protocols expect to find a network that operates like the postal system, i.e., connectionless. Drop a letter in the mailbox and assume it will arrive at the proper destination. With this in mind, Cabletron has not only invested in ATM but also in the technologies required to allow its use with existing LAN and WAN environments. Our goal: to preserve customers existing investments in applications and protocols while provid�ing them with the benefits of and interaction with ATM.

�1.4.  Redefining the Network

TodayÕs networks are built using shared-access hubs, bridges and routers. These devices pro�vide a connectionless data transport network infrastructure. Endpoint stations that use these networks must be pre-configured with appropriate hardware and software (protocols) to enable communication. Hubs, bridges, and routers each provide benefits, but they also have negative aspects to their use. These strengths and weaknesses are summarized below. 



Issue�Hubs�Bridges�Routers�ATM�SFPS��Unit Cost/Port:�Low�Moderate�High�Moderate�Moderate��Cost/Bandwidth Unit:�High�Moderate�High�Low�Low��Cost at End Station:�None �None�None�High �None��Administrative Costs:�Moderate�Moderate�High�Moderate if PVC

Low if SVC�Low

��Application Compatibility:�Very Good�Very Good�Good�Requires Changes�Very Good��Ease of Use:�Good�Good�Complex�Not yet!�Good��Layer 3 Specific:�No�No�Yes�No�As required��Layer 2 Specific:�Yes�Yes�No�Yes�Any��Network Reliability:�Low�Low�Good�Very Good�Very Good��Performance:�Low�Moderate�Moderate�Very High�High��Capacity:�Low�Moderate�Moderate�Very High�High��Efficiency:�Low�Low�Good�Good�Very Good��Topologies Supported:�Simple�Simple�Complex�Any�Any��User Access:�Yes�Yes�No�Yes�Yes��Per Packet  End Station Workload:�Moderate�Moderate�Low�High�Low��Network Device Workload:�Low�Moderate�High�Low�Low��Real-Time Network Management Workload:�Low�Low�Low�High�High���� EMBED Word.Picture.6  ���

Figure  2:  Redefining the Network

2.0  Switching Offers Virtual Networks

2.1.  What is a virtual network?

TodayÕs network technologies require us to statically configure layer 3 routing information into the end stations and routing devices. Once the configuration is functional, it canÕt be eas�ily changed. Moving end stations from one LAN to another requires remote reconfiguration at best, and a trip to the wiring closet at worst. Switched-based networks are intended to change the way we deploy, configure, and manage the physical devices by providing a virtual net�work that is dynamically reconfigurable in close to real time.



Virtual networks will function like traditional networks, but will not be built using tradi�tional routers and hubs. Where traditional networks rely on physical routers and hubs (LANs), virtual networks will rely on virtual routers and virtual LANs. The physical routers and hubs are replaced by switches: ATM switches, packet switches, or both. Virtual networks can be built over connectionless or connection-oriented transport systems. ATM is always connec�tion oriented. Packet switches can be, but are not always, connection oriented. Virtual net�works will generally provide more reliable service if built over a connection-oriented transport system. If a virtual net-work is built over a connectionless transport system, it wonÕt always meet each end userÕs expectations for reliability and quality of service (QOS).



Most hub and ATM switch vendors have been detailing their plans to offer some type of vir�tual networking capability. ATM vendors speak of ÒLAN emulation.Ó Hub vendors talk of Òvirtual LANs.Ó Even some router vendors have started to talk about virtual networking. 

�CabletronÕs SecureFast Virtual Networking products will provide more service and value than each of these other technologies. But before we discuss SecureFast Switching in detail, let us first review the services provided by each of the other technologies and compare their true value. 

2.2.  ATM ForumÕs Basic LAN Emulation

ATM is a layer (2) connection-oriented switching technology. Existing layer (3) protocols are designed to operate over a connectionless transport system. In order for layer (3) protocols to operate over an ATM network, a LAN emulation service must be provided. LAN emulation, as defined by the ATM Forum, is a service which provides the functionality of a single phys�ical LAN segment. The ATM Forum is working to specify a minimum set of services that would allow an ATM network to emulate a traditional LAN (Ethernet, Token Ring or FDDI). The Forum is currently developing a LAN User-to-Network Interface (L-UNI) which defines a MAC encapsulation format (packet structure) for ATM endpoints. The LAN emulation ser�vice being defined will provide configuration, initialization, registration, address resolution and data transfer services.



Basic LAN emulation is intended to make ATM deployment easier. It does so by hiding the connection-oriented aspects of ATM from the end stationÕs applications. Currently, these ap�plications and the protocols used by them do not understand anything about ATM. Protocols like IP and IPX rely on the network's ability to support broadcasting (sending to all attached end stations simultaneously).  Since ATM does not inherently support LAN-type broadcast�ing, a service must be added that does. When using basic LAN emulation, ATM users will ÒseeÓ the ATM network as a LAN. In reality, these users will be given a common virtual connection on which they can send any non unicast traffic. A LAN emulation ÒserverÓ will be configured to receive this traffic and try to determine where it really should be sent. At best, this service delivers the capabilities of a simple transparent bridge. At worst, it delivers the service of a LAN segment. 

Advantages of  basic LAN emulation:

Ê¥	Defines a common MAC layer for ATM. 

Ê¥	Users' applications donÕt need to talk UNI.

Ê¥	Basic LAN emulation is simple. Is it too simple?

Ê¥	Operates at the MAC layer and causes ATM switches 

	to act like simple bridges.

Disadvantages of basic LAN emulation:

Ê¥	No support for differing Classes of Service - QOS. 

Ê¥	No access or bandwidth control. (First come, first served.)

Ê¥	Places operational administrative burdens back on the network 

	management team.

Ê¥	It is only a single LAN.

Ê¥	Routers must be used to interconnect emulated LANs.

Ê¥	Basic LAN emulation by itself is not enough.

�Basic LAN emulation will enable ATM networks to act like a set of single-user LANs trans�parently bridged together. While this approach allows for Òplug and playÓ operation, it does so by stripping away most of the value of the connection-oriented concepts behind ATM. Cabletron has investigated basic LAN emulation and has determined that, by itself, this ser�vice will not satisfy network providers' or users' expectations of ATM. It is Cabletron's view that ATM will play a much more important role in networking's future than simple LAN em�ulation can provide. A set of advanced LAN emulation services providing virtual routing, bandwidth management, security and mobility, comprises a great deal of the investment Cabletron has made in its SFS technology.

2.3.  Virtual LANs

Many network equipment providers often refer to a concept known as virtual LANs (VLAN) when detailing their ATM or LAN switching product strategies.  Just what is a virtual LAN? And, why is it needed? 



Virtual LANs provide a function similar to that of a port-assignable, multichannel hub. VLANs make use of packet and/or cell switching instead of Òconfiguration port switchingÓ to place users on one or more logical LAN channels. VLANs allow for LAN emulation over a connectionless transport service such as a bridge, or a connection-oriented transport service such as ATM or fast packet switches. VLANs operate by first requiring the configuring of broadcast or multicast network user groups. A basic VLAN ÒswitchÓ functions like a bridge configured with special filters based on source addresses.  If it doesnÕt know where the destination is, it floods the VLAN or VLANs where the sender resides.
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Figure 3:  Many virtual LANs, but there is only one physical network

�2.3.1.  VLAN Implementations

Two methods support implementation of  the VLAN concept: MAC encapsulation and MAC translation. Both make use of the MAC layer definitions used by todayÕs most popular LANs: Ethernet and Token Ring. It is important to remember that VLANs are based on MAC technologies which must be preserved even if the network includes ATM users. Once MAC packets are segmented to ATM cells, they cannot be interrupted until they are reassembled back into packets. 

2.3.1.1.  MAC Encapsulation

MAC encapsulation requires that all users of a single VLAN be of the same MAC type. Routers would be required to interconnect VLANs of different MAC encapsulation types. The ATM Forum has tentatively defined two MAC encapsulation types under its LAN emulation standard. One is based on the Ethernet MAC framing standard; the other on the Token Ring MAC framing standard. As yet, they have been unable to agree how FDDI packets should be treated. Some view FDDI as Ethernet while others consider it to be another form of Token Ring. The issue will probably never be fully resolved due to the complexities involved with either approach. Because of this and other issues, MAC encapsulation is best suited for net�works that only support one MAC frame format, Ethernet or Token Ring.  Where multiple MAC frame types are supported, MAC translation is probably a better answer.  

2.3.1.2.  MAC Translation 

With  MAC translation, users of any MAC type can be in the same VLAN. Translation-based VLANs are preferred since they support any-to-any connectivity. Implementation of transla�tion is more complex, so cost will be higher than encapsulation-based products. 

2.3.2.  Virtual LANs require Virtual Routers

It is important to understand that VLANs function only at layer (2).  VLANs do not solve layer (3) issues. Layer (3) routers are still required to get from VLAN to VLAN.  The use of traditional, multiprotocol layer (3) routers would cause one VLAN to be broken into two or more separate VLANs.
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Figure 4: Virtual LANs cannot be preserved across routers.

�Traditional multiport routers do not fit into the VLAN concept. A traditional router would require only one port to service many VLANs. All network traffic moving from one VLAN to another would have to pass through this one port both inbound and outbound. These single-port routers are sometimes referred to as router servers. Performance and network addressing issues will limit the effectiveness of any single-port router. While traditional routers can be used to internetwork VLANs, their potential for this is clearly limited. A better solution is required. VLANs bring with them the requirement for virtual routers. 
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Figure 5:  Traditional routers restrict Virtual LAN deployment.

2.3.3.   The Value of VLANs

VLANs can provide some increased value over traditional LANs by limiting broadcast and multicast traffic to only those users of the same administratively defined VLAN group. However, this value comes at a fairly high cost in terms of administrative support. Users must be ÒmovedÓ from VLAN to VLAN or be placed in more than one VLAN. But placing users in more than one VLAN defeats their purpose. So then, are VLANs really Òplug and playÓ as some vendors claim?  Since configuration is still required, the answer has to be no. The inability of VLANs to span traditional routers will limit their deployment as a work�group solution. Without support for layer (3) routing and policy-based management, it is not clear that there is any real value to the VLAN concept. CabletronÕs SFS will provide a set of virtual routing services and rely on the centralized policy administration of ACMS to provide all operational benefits without the management overhead and configuration complexity is�sues that layer (2) VLANs present. SFS is the key to true virtual networking.

2.4.  What is Connection-oriented Switching?

A connection-oriented switching system relies on the interaction between network users and the networkÕs management system before any information can be sent across the network. A connection is a virtual circuit that is established by management from the source to the desti�nation or destinations (multicasts). This process is often referred to as Òcall setup.Ó  The inter�action between the users and the network management system is called Òsignaling.Ó Sometimes the connection management function is automated and is known as the signaling system. Users must request a connection before they can Òtalk.Ó The telephone system, is in fact, a connection-oriented switching system. Currently, it best supports circuit switch-ing using time division multiplexing technology. ATM technology will allow the�phone system to support both circuit and packet (cell) switching. ItÕs the con-nection-oriented part of ATM, not the cell size, that provides the real value of ATM when used in LAN replacement applica�tions. It is the connection management system that configures the switches, not the switches themselves, that provides the real value in a connection-oriented network. 



The connection management system functions must be automated. Humans would simply be overwhelmed trying to manually configure connections at the rate in which connection requests can occur.



Connection-oriented switching will insure that network operation is reliable. Access to the network can be precisely managed. This will allow for a secure, but open network. When used with a capable management system, the networkÕs bandwidth can be allocated on a per-con�nection basis. The number of connections per user can be limited to prevent any one user from overwhelming the con-nection-oriented switching system. These management controls will help insure that network operation is always reliable and predictable. Connection-oriented networks are capable of supporting multiple classes of service over a common transport infras�tructure. Each userÕs network privileges are defined and managed as a policy. This policy would apply no matter where that user connected to the network. This policy based manage�ment concept allows very complex network configurations to be easily and efficiently man�aged. Most importantly, connection-oriented networks enable the accounting of network usage on a per-connection basis. This built-in accounting service will give network providers accu�rate data so that ÒbillingÓ for network service will be possible. This will provide corporations with a better understanding of the cost associated with each employeeÕs use of the network.



What is needed is a high-performance, connection-oriented packet switching system that can offer reliability unmatched by other LAN interconnecting alternatives.  This system will en�able a mixed packet- and cell-based network infrastructure to operate as one, seamless switch�ing fabric, using a common connection management system to deliver the QOS users of cor�porate information transport networks demand.  With this in mind, Cabletron has developed what we call SecureFast Switching (SFS).

3.0  CabletronÕs SecureFast Switching 

3.1.  What is SecureFast Switching? 

What is CabletronÕs SecureFast Switching (SFS) and what does it provide beyond traditional bridges and routers? SFS provides a set of  advanced Virtual Network capabili�ties by blending the best qualities of traditional routing and new connection-oriented switch�ing technologies with a set of policy-based automated network management services. When deployed, SFS-based networks will provide greater reliability and security than routers, and at a much higher performance level. This new switch-based infrastructure will provide end users with the Quality of Service they have been promised by LAN packet and ATM switch�ing technologies. SFS networks provide more comprehensive management capabilities but with much less administrative complexity than current technologies. CabletronÕs complete line of SecureFast Switching products have been created in response to our customersÕ re�quirements for a more flexible, reliable, and capable network infrastructure. The SFS prod�uct family includes both packet and ATM cell switching products, all of which operate with a common set of automated connection management services (ACMS). These products allow network providers 

�to deploy new connection-oriented switching systems while preserving com-patibility with existing network technologies including Ethernet, Token Ring, and FDDI. All of CabletronÕs SecureFast products have been developed to the ATM ForumÕs standards. Like all of Cabletron's products, SFS is not proprietary, but based on open standards. 



SFS benefits over traditional bridges and routers:

Ê¥	No flooding for unknown destinations.

 	No flooding of broadcasts.

Ê¥	No ports in stand-by. All redundant links are load balanced based on policy.

Ê¥	No traditional learning. 

Ê¥	No protocol specific network topology processing.

Ê¥	No complex configuration (per protocol per interface)

Ê¥	No need for real-time complex packet processing 

 	(decoding, validating, check summing)

Ê¥	No static configurations of devices.

Ê¥	SFS is based on emerging open standards.

Ê¥	The interface between each SecureFast component is vendor independent.

Ê¥	SFS products are based on the same connection-oriented switching concepts

 	as ATM.

3.2.  Overview of SFS Operation  

SFS is CabletronÕs name for a set of software services that provides virtual routing over any connection-oriented switching system built using ATM and/or packet switches. Protocols supported include: IP, IPX, DECnet, AppleTalk, APPN, and Vines. SFS is 100% compatible with traditional bridges and routers. SFS is based on open industry standards, including those from the ATM Forum, IETF, DEC, Novell, Apple, IBM and others. While SFS enables a network to appear to its end stations as a traditional layer 3 routed network, its internal operation is very different from a traditional router-based network. An SFS net�work will appear as a single LAN to any traditional router connected to it.



SFS networks are comprised of three major components: connection-oriented LAN packet switches, ATM cell switches, and the Automated Connection Management Services (ACMS) system. SFS uses ATMÕs automated connection management services to enable MAC layer connection-oriented switching for both packet-based LANs and ATM networks. SFS agents operating in the switches intercept and translate layer (3) routing requests to ATM UNI call setup requests. Any end stationÕs broadcast packets, such as client requests and server adver�tisements, are directed to the switchÕs SFS agent. There is no uncontrolled flooding of broadcast traffic in an SFS network. Any unicast packets that do not match a connection en�try in the switchÕs connection database are also redirected to the SFS agent. The SFS agents use the MAC and network layer address information contained in each unresolved packet to discover where endpoint stations are, and to which port, they are connected. This function is called end station discovery. The SFS agents send endpoint station discovery in�formation updates to the ACMS each time a new station is discovered on any access port. This allows the ACMS to learn about new end users and keep track of end users that move from one access port to another.
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                                     Figure 6:  CabletronÕs SecureFast Switching Infrastructure.



The ACMS provides a set of directory services for address resolution of end stations attached to the SFS network. SFS agentÕs requests are checked against the directory by the ACMS. Once the destinationÕs MAC address is known, a connection is established between the re�questing end station and the desired destination. Once the Òconnection establishedÓ message is received by the SFS agent, it replaces the broadcast MAC address with the destinationÕs correct unicast MAC address and forwards the original packet along the connection path.  The packet is then rapidly forwarded through all other switches along the path. Once the connec�tion is established, packet forwarding occurs without any other software involvement, until it reaches the connectionÕs termination port. Bidirectional information transfer can proceed over the virtual connection as if both stations were directly connected to each other. 
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Figure 7:  SFS also supports many virtual LANs over one physical network.

�Basic services provided by SFS networks include:

Ê¥	End Station discovery

Ê¥	Directory services for dynamic network layer and ID-to-MAC-to-location 

Ê	binding.

Ê¥	Virtual routing services for IP, IPX, DECnet, AppleTalk, APPN, ISO, Vines.

Ê¥	Fully compliant to ATM Forum LAN emulation standard.



Added benefits of SFS include:

Ê¥	Supports many classes of service on a common physical network.

Ê¥	Controls for user bandwidth allocation to prevent congestion.

Ê¥	Sets up path from authenticated user to destination based on each userÕs 	

 	access policy.

Ê¥	Supports complex policies for security and QOS levels on a per-user or access 

Ê	user group basis.

Ê¥	Provides automatic connection rerouting around faults for both SVCs and 

Ê	PVCs.

Ê¥	Enables accounting of network usage on a per-user and per-connection

 	basis

Ê¥	Provides for load balancing over all parallel paths.

3.3.  Deploying SFS with Traditional Routers

CabletronÕs SFS products can be used with or without traditional routers. Most early de�ployments will still include routers for WAN connections while relying on switching for the LAN connections. This type of mixed network environment presents no special problems to SFS. At the network layer, SFS networks will appear to the traditional routers as 1 to N logical subnets. From the routerÕs perspective, the SFS network functions like a LAN at the physical layer. This allows the routers to operate properly with no functional changes. 
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Figure 8:  Routers can provide a connectionless service between SFS networks.

Using SFS in conjunction with traditional routers can provide many benefits to the network users, while still protecting the investment in the existing WAN infrastructure. Within each of the SFS networks, users can have the freedom to connect at any access port (as defined by their access policy) without requiring any device reconfiguration. 

�SFS networks can also be used to interconnect a group of traditional routers. In this case the SFS network appears to the routers as a single LAN. It is transparent at the network layer. This enables the SFS network to act as a very high-speed, switched- based LAN, providing a reliable, high-bandwidth interconnect between the routers. Since the SFS network is transparent, traditional routers can operate over it without any functional changes.
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                      Figure 9:  SFS can provide connection-oriented connections between routers.

3.4.  The Value of SFS

A SecureFast Switching system is transparent to the users, providing a consistent op�erational paradigm regardless of the transport technology used. SFS is vendor independent in that it works with any ATM or connection-oriented packet switch that includes support by SNMP-based management services. Because SecureFast Packet Switching (SFPS) is based on the same connection-oriented concepts as ATM, incorporating it in a network will enable an easier migration from todayÕs packet-based LANs to tomorrowÕs ATM cell-based networks.  When compared to traditional routers, SFPS provides greater performance at a lower cost than traditional routers. Purchase price for a multiport SecureFast Packet Switch will be approximately one tenth the price of a tradi�tional router based on the same packet forwarding performance capabilities. Operational costs will also be significantly lower due to less administrative overhead. Reliability will be im�proved significantly due to the connection-oriented transport service and its automatic fault detection and connection rerouting capabilities.



Incorporating SFS in a network allows network providers to decouple the configuration of the network switches from the endpoint station network layer address.  No longer will work�stations or routers require reconfiguration when users physically move from one location to another. Each userÕs Òpolicy of useÓ will be attached to his or her network ID instead of the hub or router port as it is today. SFS provides for connection-oriented, user-to-user man�agement instead of 

�LAN to LAN. The ability of  network managers to trace each userÕs packet flow through the network is inherent due to the connection-oriented service allowing protocol-related problems to be resolved quickly. There is no flooding of broadcast traffic. There is also no need to pre-define VLANs for endpoint stations using the supported layer (3) protocols. 



Most vendorsÕ virtual LAN concepts will require significant administrative overhead to realize their promised benefits. CabletronÕs SFS can provide all of VLANÕs benefits and incorporate the layer (3) routing service with much less administrative overhead. 

Comparing Emulated LANs and VLANs to SFS

Emulated LAN: A single physical LAN segment.

Ê¥	Same functions as a hub or basic bridge. 

Ê¥	Truly Òplug and play out of the box.Ó

Ê¥	Not much functionality or value by itself.



VLAN: Many physical or emulated LAN segments or users bridged together.

Ê¥	Limiting flooding is OK, but administration workload could be intensive.

Ê¥	Deploying VLANs is like going from routing back to special filtered bridging.

Ê¥	Static network configuration wonÕt meet userÕs service demands.

Ê¥	VLANs brings the bad aspects of bridging forward to new ATM users.

Ê¥	No interconnectivity of VLANs without layer (3) routers.



SFS = Virtual Networking = virtual routing between LAN segments or users.

Ê¥	Preserves the reliability benefits that layer (3) routers provide.

Ê¥	Leverages the performance benefits that layer (2) connection-oriented

 	switching provides.

Ê¥	Dynamic network configuration will best meet userÕs service demands.

Ê¥	Centralized policy (security) administration of access, bandwidth

 	allocation and connec�tions.

Ê¥	Provides significantly more value than VLANs or basic LAN emulation.

Ê¥	SFS brings the desired aspects of ATM back to existing LAN users.

Ê¥	The power of ATM without the end-user upgrade costs (hardware or

 	software.) 

Ê¥	Fully compliant to ATM Forum LAN emulation standard.

Ê¥	Allows virtual networking without any layer (2) or layer (3) restrictions.

�4.0  Fast Packet Switch Technology Overview

Cabletron's Fast Packet Switching (FPS) technology provides a hub with the ability to dedi�cate fixed amounts of bandwidth to each port. At rates above 100,000 pps, all packet switch�ing functions are performed in hardware. The switch's CPU is used only to manage the FPS engine. Once a connection is programmed into the FPS, no other CPU involvement is re�quired. Each FPS engine is capable of switching up to 400,000 packets per second at a sus�tained bandwidth of 600 Mbps.  The FPS can support all LAN, WAN, and ATM types, pro�viding any-to-any connectivity regardless of the network technology used. Before a packet can be serviced by the switch, it must first be converted into a common format that the switch can understand. This packet conversion must also occur in real time, as each bit is received, so that latency is not affected. The maximum delay from in port to out port for any packet be�ing switched is less than 50 microseconds. By contrast, routers can delay packets for milliseconds.
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Figure 10:  Inside a SecureFast Packet Switch



The basic function of the switch engine is to receive packets or cells from the in ports and check them against entries in the cross connect table. If an entry is found that matches the in port and VCI for the packet, it is forwarded to the designated out port or ports (multicast) and placed in a transmit queue based on the priority level specified in the connection table. A time division multiplexor (TDM) controller is used to schedule the use of the internal switch fabric so that each port is serviced in a fair and predetermined manner.

�The switch control agent in a Fast Packet Switch  provides a UNI signaling capability and contains an SNMP-based MIB for network management.  This switch control MIB is stan�dardized across all switch types, including ATM, so only one management application is necessary.
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The discovery agent maintains user-to-switch port mapping which provides location and ad�dress information. The discovery agent also listens for switch advertisement messages to de�termine which of its ports connect to other switches.



The call processors handle the layer (3) protocol-specific packet processing necessary to estab�lish connections between end users. The call processors translate any ÒunknownÓ connectionÕs packets into UNI signaling messages. The UNI signaling messages are then sent to the switchÕs ACMS server. 

4.1.  FPS Implementations and Cabletron's PLUS Architecture

A Fast Packet Switch (FPS) is a networking device capable of receiving IEEE 802 MAC ad�dressed data packets from any port and sending them out the appropriate port or ports.  An FPS includes many other functions and capabilities. Key FPS capabilities include switch bandwidth, forwarding performance in packets per second, switching algorithms or rules, connection table size, switch delay, delay variability, number of ports, port types supported, statistics and/or management features. 



All of Cabletron's FPS products utilize our PLUS architecture, enabling them to share both hardware and software commonality. This insures that all products will provide the same fea�tures and quality levels. All products can be managed using the same management software through Cabletron's SPECTRUM Portable Management Applications (SPMAs) which run on all the leading network management platforms.

�The PLUS architecture was developed by Cabletron using i960¨ RISC-based microproces�sors, a family of powerful CPUs developed by Intel. Cabletron makes use of the highest per�forming CPUs in the i960 family, the i960CF. This micro-processor is capable of a process�ing power in excess of 30 Million Instructions Per Second (MIPS). Cabletron has harnessed the i960 through our PLUS architecture to provide hub connectivity, bridging, routing, con�nection-oriented switching, man-agement, and network analyzer functions all in one, highly integrated and economical platform. Existing and future Cabletron products will gain per-formance and other features as Intel continues to enhance the i960 family of RISC microprocessors. 

4.2.  Software-based Packet Switch (PS)

To date, Cabletron has developed several software-based PS products using our PLUS Architecture. These soft switches use one or two Intel i960 RISC microprocessors to perform both switching and management functions. The software-based switches provide switching performance ranging from 20,000 to 50,000 packets per second. They provide switching bandwidth up to 300 Mbps and are capable of operating as IEEE 802.1d bridges, multiproto�col layer 3 routers, or connection-oriented SecureFast Packet Switches. All software-based PS products can include support for Cabletron Bridge Router Interface Modules (BRIM) which provide support for all current LAN, WAN and ATM interface standards. Software-based switching products include the EMM-E6, MicroMMAC, ETWMIM, ESXMIM and NBR-620. Many other products are currently under development.

4.3.  Hardware-based Fast Packet Switching Engines (FPS) 

4.3.1.  i960 Management CPU

The i960 management CPU executes Cabletron's switch management software that controls the operation of the FPS. The software can be replaced while the switch remains on-line using our runtime download capabilities. Once programmed, the FPS does not require any other management intervention to handle packets sent by any of the connections it is servicing. This leaves the management CPU free to perform other tasks such as end station discovery, fault isolation, network analysis, security and usage accounting functions.

4.3.2.  MAC layer Translation Logic

The MAC layer translation logic performs the real-time conversion of Ethernet, Token Ring, FDDI or ATM packets into a common format known within Cabletron as the Canonical frame format. Canonical frames utilize IEEE 802.2 MAC layers and can be from 20 to 8,196 bytes in length. The specific format of the canonical frame was chosen because it can be trans�lated by all known MAC layer types, including Ethernet, Token Ring, FDDI, ATM and the WAN standards currently in use today. As long as the network interface supports IEEE 802-compliant, 48-bit MAC layer addressing, it can be supported by Cabletron's FPS technology.

�4.3.3.  Connection Lookup Engine

The Connection Lookup Engine performs the task of checking each incoming packet's SA/DA Virtual Connection Identifier against the Connection Table Database. If a connection entry is found to exist within the database, forwarding information regarding the packet will be passed to the Packet Q Management Logic. The rate at which the Connection Lookup Engine can operate determines the maximum packet processing rate of the switch. The FPS Connection Lookup Engine supports a packet rate in excess of 400,000 pps.

4.3.4.  Connection Table Database

The Connection Table Database contains an entry for each SA/DA virtual connection identifier that the FPS has been programmed to service. The connection table includes the allowed in port number and 64-bit out port mask for each SA/DA pair.  The out port mask is passed to the Packet Q Management Logic. The size of the Connection Table Database determines how many different connections can be simultaneously serviced by an FPS. The FPS Connection Table Database supports up to 15,000 separate connection entries. 

4.3.5.  Packet Q Management Logic

The packet Q management logic performs the task of queuing each packet for each out port's queue based on the out port mask passed to it from the Connection Lookup Engine. The packet Q management logic also interacts with the DMA engine to provide it with a new packet buffer for each incoming packet. Each out port's queue size can be set, and queue lengths monitored, by the management CPU. If an out port's queue is full and a packet must be queued to it, the packet will be ÒdroppedÓ and the management CPU will be notified. Prioritizing of outbound packets can be achieved by providing multiple packet Qs per port. Typically two of four separate Qs would be available per port. 

4.3.6.  Packet Buffer RAM

The packet buffer RAM provides a location to temporarily store each incoming packet while the connection lookup is performed. Once all of the selected out ports have sent the packet, its packet buffer is passed back to the free queue to be used again. Since packets spend only a short period of time in the switch, only a small number of packet buffers are generally needed. FPS packet buffer RAM provides for 500 8,000-byte packet buffers.

4.3.7.  TDM and DMA Engine

The Time Division Multiplex (TDM) and Direct Memory Access (DMA) engine perform the task of moving packets into and out of the packet buffer RAM. The TDM acts as a time-based scheduler of the DMA engine. The DMA engine actually moves the packet across the 64-bit FPS bus between the MAC layer translation logic and the packet buffer RAM. The performance of the DMA engine determines the overall switched bandwidth. The FPS DMA engine provides in excess of 600 Mbps of FPS bandwidth. 

�4.3.8.  Connection Statistics Engine

The connection statistics engine keeps a set of counters for each virtual connection being ser�viced by the FPS. A count is maintained for both total packets and total bytes for each con�nection.

4.4.  Selecting the Best Switch

How do you determine what distinguishes a ÒgoodÓ switch from a ÒbadÓ switch?  What im�portant attributes do you measure?  Here is a list of possible suggestions:



Ê¥	What type of switch is it ... a MAC layer packet switch, or ATM cell switch?

Ê¥	What types of interfaces does it support?

Ê¥	What are the maximum number of ports available per switch?

Ê¥	What is the maximum sustainable bandwidth of the switch?

Ê¥	What is the maximum forwarding rate?

Ê¥	Under what rules can the device operate? i.e. bridging, routing, VC/VP

 	switching

Ê¥	How many entries does the connection database support?

Ê¥	What are the maximum number of multicast connections it can support?

Ê¥	What is the amount of delay induced by the device?

Ê¥	What type of queuing does the switch support (inbound/outbound)?

Ê¥	Does the switch support priority queuing levels? How many?

Ê¥	What is the maximum number of packet buffers? How are they allocated?

Ê¥	If using chassis modules, how do the different modules communicate 

 	(internally/externally)?

Ê¥	What type of switching process is used (hardware/software)?

Ê¥	Purchase Price?

Ê¥	$/Mbps of non-blocking bandwidth?

Ê¥	$/pps of performance?

Ê¥	Availability?

Ê¥	Expansion capabilities. Ability to incorporate new technologies easily?

4.5.  Switch Scalability

The next area of concern is the scalability of the switch architecture. Cabletron will imple�ment its SecureFast Switching technology in stackable MicroMMACs, modular MMACs and MMAC-Plus products. The first platform designed specifically for use with CabletronÕs SFS technology is the MMAC-Plus. The MMAC-Plus will provide three backplane options for intermodule transfer ranging from the 400 Mbps Flexible Network Bus to the midrange 4,000 Mbps Internal Network Bus, to the high-end 60,000 Mbps Cell Transfer Matrix. The functionality of each of these intermodule transfer systems is detailed in the Cabletron white paper, The MMAC-Plus: A True Switching Hub.



By grouping several of these modular SFS engines together across one of these high-speed backplane technologies, larger switches with an aggregate switching performance in excess of 5,600,000 packets per second can easily be achieved. By using a cell-based backplane, time-sensitive traffic will not be delayed by large data packets. Backplane bandwidth can be allo�cated on a per-module basis. 
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Figure 13:  The MMAC-Plus high-speed backplane enables higher capacity.

4.6.  SecureFast Automated Connection Management Services

A brief overview of each service is presented below. For a more complete review of Automated Connection Management Services please request CabletronÕs ACMS white paper.

Directory Services:  ÒA Registry of Users.Ó  These services provide the Route Services Management with a user-to-access port and switch database so that packets destined for users not directly connected to the local access switch can be located and provided with a path to the selected switch.  This service reduces the amount of time it takes for a connection to be established.  



Security Services:  Works in conjunction  with Directory Services.  Allows the network administrator to limit a user's access to a specified port/MAC address or groups of ports/MAC addresses, including domains of addresses. This limits a user's use of available resources such as file servers, printers, WAN connections, etc.



Path Services:  Aids SFS in determining the best path to route a connection.  When there are many possible ÒpathsÓ to a destination, the path services will deter�mine which one should be used and pass this information to the SFSs so that their connection databases can be configured correctly.  This service is particularly impor�tant for insuring ÒfastÓ transmissions, avoiding bottlenecks, and guaranteeing quality of service (QOS).



Bandwidth Services: As network usage grows, congestion of the network connec�tion will likely occur.  The bandwidth management service insures that bandwidth is allocated to highest priority users first, and that the network is always available for those users.



Congestion Control: The ability to monitor and control traffic congestion due to bandwidth overuse or faults.  As resources become unavailable, connections are rerouted over alternate paths if available. The highest priority connections will al�ways be serviced before lower priority connections.

�Accounting Services: These services provide an accounting of each userÕs use of the network. The network manager is provided with usage and cost reporting so that proper use of corporate network resources can be verified and traced.  This is espe�cially  useful when accounting for WAN costs.  It also allows the network manager to optimize the use of the switch by placing users and resources in areas that maxi�mize efficiency.

4.7.  Key Technologies that Enable Virtual Networks

There are several technologies that will be key to providers of virtual networks. The manage�ment infrastructure will require new automated connection management and virtual routing services to be developed. These services will be called upon to perform the functions that are inherent in traditional bridges and routers used in todayÕs networks. 



The network transport infrastructure will require new platforms that incorporate connection-oriented switching technologies such as ATM and SecureFast Switching for both cell- and packet-based networks. Other new technologies must be developed that will enable a transition from existing LAN-based technologies to an all ATM network. Functions that provide high-performance LAN packet to ATM cell conversion ser�vices must become available (unless you plan to stop using existing LANs and start over with just ATM). Connection-oriented SecureFast Packet Switches must be developed that can extend the life of end-user software and hardware LAN investments. The use of Full Duplex Switched Ethernet, Token Ring and FDDI will also be important enhancements to these widely deployed LAN technologies. LANs will continue to provide a very capable and cost-effective solution, more than adequately meeting most end usersÕ network needs. ATM de�ployment will be gradual. Just like todayÕs advanced network technologies, switching will first be deployed at the core of our networks where implementation issues can be shielded from end users. This limited deployment will continue until cost-effective solutions become available that solve both the hardware and software concerns that currently prevent large-scale ATM deployment.

 

Most IBM SNA networks are due for major upgrades. Integration into new open enterprise networks is highly desired, as long as they provide the same or better service with lower op�erational cost. Support for IBMÕs traditional SNA traffic as well as their new, Advanced Peer to Peer Networking and High Performance Routing technologies must be included in virtual networks if they are to meet SNA users' very demanding needs. 

�Finally, all components of  virtual networks must be built to conform with open industry standards that promote multivendor interoperability. These products must be reliable and provide built-in network fault detection, diagnostic and troubleshooting services to insure the delivery of nonstop networking services to all users. Not only must these diagnostic func�tions enable network problems to be detected, they must enable the problems to be prevented. All of CabletronÕs R&D investments are devoted to solving these and other challenges that, when deployed, will make virtual networks possible, practical and desirable.

4.8.  Virtual Network Vendors

Network configurations will change from existing in a physical sense to existing in a virtual sense. Potential virtual networking vendors will need to possess expertise with all networking technologies.



Capability�Application��Advanced network management�Connection management and network operation.��Layer 3 protocols and multiprotocol 

routing�Connection setup, and tear down.��Hardware-based switching�Cost-effective packet and cell switches.��LAN and hub connectivity knowledge�End station to network connectivity and cabling functions.��Direct sales and customer support�Education and assistance with new concepts.��Strong manufacturing and service�On-time delivery and deployment��Cabletron is the only networking vendor with a long-term, sustained R&D investment and operational experience in all of the technology areas required for virtual networking. Through our Integrated Network Architecture (INA), we have detailed and provided products based on open industry standards that have constantly met our customers' networking needs, provid�ing them with a reliable and capable network on which to meet their business goals.

�� EMBED Word.Picture.6  ���

CabletronÕs INA Phase 2 Architecture



CabletronÕs INA strategy defines all of the software and hardware products and services re�quired to implement and operate an open systems, virtual network infrastructure. All of our products are tested by both our own quality assurance groups as well as industry-leading test organizations. These tests are conducted on a regular basis to insure that all manufactured products meet their stated goals. Cabletron constantly meets with leading customers and lis�tens to their needs in order to design cost-effective products that add value while adhering to open industry standards. By following this strategy Cabletron has grown quickly to become the leading independent, full service supplier of computer networking products and services.
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Virtual Networking with Cabletron's SecureFast Packet Switching (SFPS)                        
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