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INTRO DUCTI O N

H ave you ever looked up a definition in a so-called “ c o m-
puter glossary ”o n ly to be more confused than ever? T h i s
guide attempts to demystify some of the most commonly
e n c o u n t e red netwo rk management terms and concepts.
We compiled the fo l l owing list based on call-ins to our
t e chnical support group and ongoing input from our cus-
t o m e rs .W h e n ever possibl e ,we tried to avoid using tech-
nical terms so that definitions can be easily read and
u n d e rs t o o d . To make life easier,we ’ve included a bri e f
statement on the “ va l u e ,” “ l i m i t a t i o n s ,” and commonly
held misconceptions re g a rding a concept. In addition,
we direct you to related terms elsew h e re in the book
and in a glossary located in the back of the guide.

Because many of the terms are new, t h e re is not ye t
absolute standardization of meaning. T h u s , one term may
h ave seve ral similar, yet slightly diffe rent meanings.We ’ve
t ried to be as factual as possibl e , but in the interest of
being clear and concise, m ay unknow i n g ly have interject-
ed our personal pre fe rences and pre j u d i c e s .

We hope yo u ’ll find this pocket book a handy re fe re n c e
guide and look fo r wa rd to your fe e d b a ck .

Fred Enge l
Vice President of Engi n e e ri n g
C o n c o rd Commu n i c a t i o n s
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An o ther Forewa r d

C o n c o rd Communications has undert a ken an ambitious
and va l u able project with this handbook. I have rev i ewe d
i t ,made suggestions and tried to make certain that we
o ffer the most objective and clear descriptions of the
t e rm s .

We have wo rked to provide concise and self-contained
d e s c riptions whenever possibl e . Of cours e , some things
depend on other defi n i t i o n s ,w h i ch are noted and fo u n d
in the glossary.

We also have attempted to gi ve the book a longer life t i m e
for you by including descriptions of new ly emerging tech-
n o l o gies and services when appro p ri a t e .

This project will have been a success if, when I visit yo u r
o ffi c e , I see a dog-eare d ,c o ffee-stained handbook. As yo u
use this handbook, keep in mind that we welcome any
fe e d b a ck — let us know what is helpful and what needs
adjusting to increase its value for yo u .

John McConnell
P re s i d e n t , McConnell Consulting, I n c .
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SECTION 1:   NETWO R KING TEC H N O LO GI ES

Part 1:  Wi de Area Te c h n o lo gi es

A.  OVE RVI E W

Wide A rea tech n o l o gies enable connectivity across an
unlimited ge o graphic span. Wide A rea tech n o l o gies are
supplied by public carri e rs ,s u ch as the telephone com-
p a ny, or companies can obtain the basic facilities from the
c a rri e rs and provide their own pri vate Wide A rea serv i c e s .

Wide A rea Netwo rks are ch a ra c t e rized by two key attri b -
u t e s : (1) the bandwidth is re l a t i ve ly lower than that fo r
Local A rea Netwo rk s ; and (2) they are ex p e n s i ve .U s u a l ly
Wide A rea Netwo rks comprise a monthly bill — either a
flat rate or usage-based ch a rge s .T h u s ,Wide A rea Netwo rk s
a re the slowe s t , most ex p e n s i ve parts of the netwo rk .
Wide A rea links tend to be more ex p e n s i ve than virtual 
c i rcuits because they re s e rve the full capacity of the Wi d e
A rea link. S h a red tech n o l o gies such as Frame Relay do not
dedicate the bandwidth and thus are ch e a p e r. If full capac-
ity is re q u i red at all times,Wide A rea links provide an
excellent solution.

Vi r t ual Circuits

Vi rtual circuits behave as if they are a hard - w i red 
p hysical connection between two points. T h e re may be
s eve ral virtual circuits on a single physical wire . As a user,
it appears that your virtual circuit dire c t ly connects Los
A n geles and New Yo rk . In actuality, the connection may
run through intermediate points such as Phoenix,D a l l a s ,
and Wa s h i n g t o n .
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If there is a fa i l u re in the existing path,an altern a t e
P h o e n i x - t o - D e nve r - t o - N ew Yo rk route may be ava i l able if
t h e re are other paths. In contra s t , a fa i l u re in a dedicated
p hysical circuit interrupts serv i c e . Vi rtual circuits are
often re - routed when there are fa i l u res in the ori gi n a l
p a t h . Those ch a n ges may cause delays because the pack-
ets have to go through more hops.

Fi g u re 1: Vi rtual circuits connect two or more points on the
e d ge of the netwo rk “ cl o u d .” From the subscri b e r ’s pers p e c t i ve a
v i rtual circuit behaves as if there is a physical connection
b e t ween the points, although there usually isn’t .

T h e re are two types of virtual circ u i t s : p e rmanent and
sw i t ch e d .

PV Cs and SV Cs

Pe rmanent Vi rtual Circuits (PVCs) are always “ i n - p l a c e ”
and re a dy to use. T h ey are meant for high-vo l u m e ,h i g h -
d u ration usage and may be set up to fo l l ow a specifi c
p a t h . In contra s t ,S w i t ched Vi rtual Circuits (SVCs) are 
l i ke making a phone call — the circuit is cre a t e d ,u s e d ,
and torn down on an as-needed basis. Although there is a
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d e l ay in setting up an SVC, it is ge n e ra l ly cheaper because
you pay for the circuit only when the connection is active .
In contra s t , a PVC is a premium service that you pay fo r
whether or not it is actually utilized.

An important adva n t age of virtual circuits is that they can
e a s i ly be confi g u red on top of the physical wire s . M o re -
ove r, the circuit speed can easily be ch a n ged from the 
c e n t ral offi c e .
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B.      FR AME REL AY

D e f i n i t i o n : A Wide A rea fa s t - p a cket tech n o l o gy that
o ffe rs Switched or Pe rmanent Vi rtual Circuit services at
speeds up to T 1 . Frame Relay netwo rks re l ay frames or
p a ckets with minimal delay.

Va l u e : Can save you considerable expense and com-
p l ex i t y. Frame Relay is ve ry fl ex i ble because you can add
v i rtual circuits or ch a n ge speed without the complex i t y
of ch a n ging the physical topology (up to the capacity of
the underlying Wide A rea tech n o l o gy ) .

Fi g u re 2: Frame Relay netwo rk s ,l i ke AT M , reduce line costs
because subscri b e rs buy access lines to the Frame Relay cl o u d
rather than interconnect all the points in their orga n i z a t i o n s
t h e m s e l ve s .

You can request a Committed Info rmation Rate (CIR) fo r
e a ch virtual circ u i t . Based on this CIR, your Frame Relay
p rovider must accept that amount of tra ffi c . As long as
the CIR is less than the speed of the physical wire , yo u
m ay send packets in excess of the CIR. You may send

C o n c o r d  C o m m u n i c a t i o n s ,  I n c . 9

Th e  P o c ke t  Ne tw or k  Ma n a ge m en t  S u r vi va l  G u i de

Source:McConnell Consulting, Inc.



m o re if the netwo rk has the capacity to handle the “ b u rs t ”
ab ove your committed tra ffic ra t e .

L i m i t a t i o n s : Within Frame Relay there is no guara n t e e
of thro u g h p u t . Frame Relay is a share d , statistical serv i c e ,
and in ove r ly congested netwo rks you still could lose
p a cke t s ,even if yo u ’re below your CIR.

M i s c o n c e p t i o n : Your CIR guarantees response time.

R e a l i t y : Although the Frame Relay provider accepts a
c e rtain tra ffic vo l u m e ,d e l i ve ry times may va ry due to
n e two rk congestion and because Frame Relay is a “ s h a re d ”
s e rvice with many subscri b e rs accessing the serv i c e . I n
a d d i t i o n , the CIR only gove rns the speed of the circ u i t .
The “ re s p o n s e ” of the circuit is based on the number of
hops the frames need to trave rse through the virtual cir-
c u i t .T h e m o re hops in the carrier netwo rk , the slower the
n e t wo rk .

Related Te r m s : Vi rtual circ u i t , Pa cke t , WA N, C I R ,F E C N,
B E C N, B u rst ra t e , Pa cket discard s ,D i s c a rd eligi bl e .

See also AT M
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C.      AT M

D e f i n i t i o n : A s y n ch ronous Tra n s fer Mode (ATM) is a 
n e t wo rk service that accommodates netwo rk tra ffi c .I t
combines time-sensitive info rmation such as voice and
video with normal data tra ffic that is “ b u rs t y ” in nature and
t y p i c a l ly not as time-sensitive . Applications such as vo i c e
and video are time-sensitive because the delay or loss o f
i n fo rmation packets can result in degradation of content.

To d ay, the most economical way to send data across LANs
and WANs is in the fo rm of va ri able length packe t s , yet this
method is less than ideal for voice and video tra n s m i s s i o n s .

ATM was designed to ove rcome that issue with fi xe d -
length cells (53 bytes) optimized to voice and video tra ffi c .
ATM fa s t - sw i t ching hardwa re translates va ri able length data
p a ckets to fi xed-length cells, m i xes them with voice and
video and provides constant netwo rk latency, i n d e p e n d e n t
of tra ffic type.T h u s , you reduce issues of delay and subse-
quent data loss. The constant 53 byte cell allows the
sw i t ches to move tra ffic more re g u l a r ly than va ri abl e - s i z e d
p a cke t s .

On the campus, ATM is used to interconnect high-speed
LANs (See LANs, p a ge 16) and those desktops that have
d i rect ATM attach m e n t s . In the wide are a , ATM prov i d e s
high-speed interconnections of campuses and is fre q u e n t ly
o ffe red as an underlying “ i nv i s i bl e ”t e ch n o l o gy that sup-
p o rts Frame Relay and other serv i c e s .

ATM sw i t ch connections have speeds up to OC-12 (622
Mbps) ava i l able today with faster speeds coming in the
f u t u re . Desktop connections are at 155 Mbps or OC-3.
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Fi g u re 3: AT M ,l i ke Frame Relay, reduces line costs since sub-

s c ri b e rs buy access lines to the ATM cloud rather than inter-

connecting all the points in their organizations themselve s .

ATM also carries multimedia tra ffi c.

Va l u e : ATM provides Quality of Service support fo r
t i m e - s e n s i t i ve applications such as mu l t i m e d i a , voice and
video on the same netwo rk . Because those applications
n ow can coexist on the same wire , planning and prov i-
sioning is mu ch easier. Higher backbone speeds allow the
ag gregation of high-speed LAN tra ffi c . Because each cell
is the same length, the delays through each sw i t ch are
c o n s t a n t , and high-pri o rity tra ffic does not wait for long
s t reams of low - p ri o rity tra ffi c .

L i m i t a t i o n s : ATM is re l a t i ve ly more ex p e n s i ve and
c o m p l ex . It re q u i res complicated stra t e gies to conve rt
b e t ween frames in traditional netwo rks and cells in the
ATM netwo rk . LAN Emulation and MPOA curre n t ly are
used to bri d ge and route re s p e c t i ve ly between LANs.
Both are complex and have perfo rmance issues.
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M i s c o n c e p t i o n : ATM automatically provides diffe re n t
l evels of service quality.

R e a l i t y : Applications must make their needs know n
t h rough requests such as using the WINSOCK interfa c e .

Related Te r m s : B a ck b o n e , Pa t h s ,C h a n n e l s ,C e l l s ,L A N
E mu l a t i o n ,M P OA ,Q o S ,F E C N, B E C N, Pa cket discard s ,
D i s c a rd eligi bl e .

See also Frame Relay
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D.      ISD N

D e f i n i t i o n : I n t e grated Services Digital Netwo rk .I S D N
combines voice and digital netwo rk services in a single
m e d i u m ,p roviding twice the capacity of normal phone
s e rv i c e .The service comes in two basic “ fl avo rs ” : b a s i c
and pri m a ry ra t e .

Va l u e : I m p roves data-transmission perfo rmance over tra-
ditional phone lines and often is used as a “ d i a l - u p ”s y s-
tem for disaster re c ove ry and other back-up applications.

Can be cost-effe c t i ve in providing dial-up “ b a n dwidth on
d e m a n d ” so that you pay only for what you use ra t h e r
than for a continuous connection.When used in home
o ffice applications, ISDN essentially doubles tra d i t i o n a l
connection speeds in accessing corporate re s o u rc e s .
S p e c i fi c a l ly, ISDN allows a 64 Kbps data call while simu l-
t a n e o u s ly enabling a voice call or combined data call of
128 Kbps.

L i m i t a t i o n s : ISDN lines tend to be slow re l a t i ve to the
speeds of data netwo rk s . Speeds in the basic rate offe ri n g
a re limited to 128 Kbps. In addition, in some countri e s
( s u ch as the U.S.) ISDN is still not widely deploye d , so it
can be ex p e n s i ve .

N ew tech n o l o gies such as xDSL will replace ISDN
because they offer higher speeds — up to 8 Mbps —
over phone lines at lower pri c e s .

Key Te r m s : Basic ra t e ,P ri m a ry ra t e

Basic Rate: ISDN offe ring ge n e ra l ly used for dial-up
and home office connections — essentially doubles tra d i-
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tional connection speeds. P rovides 2B + D connections.
The 2B channels can be used to transmit digital data and
d i gitized vo i c e .E a ch voice or “ b e a re r ”channel operates at
64 Kbps; combined they operate at 128 Kbps. The “ D ”o r
“ d i ag n o s t i c s ”channel carries common-channel signaling
i n fo rmation to control circ u i t - sw i t ched calls on the “ B ”
channels or can be used for packet sw i t ch i n g .

P r i m a ry Rate: ISDN offe ring used by businesses. It 
d e l i ve rs T1 speeds with 23 “ B s ”or bearer channels at 64
Kbps apiece and one diagnostics ch a n n e l .
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Part 2: Lo cal Area Ne twork Te c h n o lo gi es

A.      OVE RVI E W

LANs are ch a ra c t e rized by two fa c t o rs : ge o graphic limits
and higher speeds. In contrast to Wide A rea Netwo rk s ,
LANs ra n ge from 100 meters for Unshielded Twisted Pa i r
m e d i a , to 3 Km for optical-fiber media. LANs operate at
higher speeds,n ow up to 1 Gbps (See the Speeds section
in the Glossary) .

O ri gi n a l ly, LANS we re shared among all connected sta-
tions and operated in “ b ro a d c a s t ” mode — eve ry station
re c e i ved all the tra ffic that was sent.

S h a ring meant there we re “ ru l e s ” to determine which sta-
tion had access to the LAN. C u rre n t ly, LANs are tra n s i-
tioning to sw i t ched operations where each system has a
dedicated full-speed connection.
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B.      ETH E R N ET

D e f i n i t i o n : E t h e rnet is based on CSMA/CD - Carri e r
Sense Multi-Access Collision Detection. E s s e n t i a l ly, s t a-
tions compete with each other for access. Fi rs t , a station
ch e cks to see if the LAN is being used. If it is fre e ,t h e
station sends its packet or frame (CSMA). If more than
one station sends, t h e re is a “ c o l l i s i o n ”and each station
waits a random amount of time befo re trying again (CD).

Va l u e : Its simplicity makes it a cost-effe c t i ve solution.
E t h e rnet re q u i res no synch ronization or coord i n a t i o n
and thus is essentially plug and play.Because a small
number of components are invo l ve d ,t h e re are fewe r
things to go wro n g .

Access is usually immediate when few stations are using
the netwo rk .

L i m i t a t i o n s : If there are too many stations, or they send
high volumes of tra ffi c , the number of collisions and
waiting time limits perfo rmance to 37% of the maximu m
b a n dwidth ava i l abl e .

M i s c o n c e p t i o n s : 1) Ethernet perfo rmance is not pre-
d i c t abl e , since stations can interfe re with each other.
2) Because Ethernet packets ex p e rience collisions,e n d -
to-end communications are not re l i abl e .

R e a l i t y : 1) Switching eliminates that pro blem when
e a ch system has its own port . 2) In heav i ly loaded,
s h a red Ethernet env i ro n m e n t s , collisions can cause signif-
icant pro bl e m s . B u t , under normal conditions,E t h e rnet is
a pre d i c t able tra n s p o rt method.
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Related Te r m s : B ro a d c a s t ,Fast Ethern e t ,G i g ab i t
E t h e rn e t .

See also Token Ring, FDDI
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C. TOKEN RIN G

D e f i n i t i o n : A diffe rent access appro a ch for LANs — a
“ t o ke n ” is a special message that is passed among stations
in sequence around the “ ri n g .” When a station re c e i ves a
t o ken it can send tra ffic or pass it along to the next sta-
t i o n . A station holding the token is the only tra n s m i t t e r.

Va l u e : To ken-passing schemes are ord e r ly with no con-
tention for the right to tra n s m i t .T h u s ,To ken Ring LANs
a re “ s t abl e ”under heavy loads and can deliver up to 80%
of the maximum bandw i d t h .

L i m i t a t i o n s : To ken passing is more complex and may
be difficult to debug. T h u s ,p ro c e d u res are necessary fo r
detecting lost or corrupted toke n s , failed stations in the
ring and time-outs. The complexity increases manage-
ment overhead on the netwo rk and results in re l a t i ve ly
higher costs compared with Ethern e t .

Related Te r m s : F D D I

C o n c o r d  C o m m u n i c a t i o n s ,  I n c . 19
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D.      FD DI

D e f i n i t i o n : Fiber Distributed Data Interface (FDDI) is a
d a t a - t ra n s p o rt tech n o l o gy designed to provide higher-
speed data netwo rking with superior re d u n d a n c y. F D D I
p rovides a fiber-optic token-passing ring scheme at 100
Mbps through which netwo rk nodes gain netwo rk access.

Va l u e : S u p e rior re d u n d a n c y. FDDI uses a redundant dual
ring for added fault tolera n c e . A station attached to both
rings (dual attached) has access even when one ring fa i l s ,
thus ensuring that service will continue uninterru p t e d .
FDDI is an excellent backbone tech n o l o gy because of its
re l i ability and re a ch . It also provides high speeds ove r
long distances, e a s i ly supporting large Metropolitan A re a
N e t wo rks (MANs).

Fi g u re 4: The dual FDDI ring offe rs a high degree of fault tol-
e ra n c e . Dual attached stations “ w ra p ” the ring around the
failed section so that operation continues and service is unin-
t e rru p t e d .
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L i m i t a t i o n s : FDDI is a shared tech n o l o gy and suffe rs
as tra ffic volumes grow. S w i t ched FDDI offe rs dedicated
full-speed connections but is ex p e n s i ve . FDDI is under
s t rong pre s s u re from ATM and Gigabit Ethern e t .

Related Te r m s : M A N,R e d u n d a n c y,B a ck b o n e .

See also Ethernet, Token Ring
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Part 3: Newer Se r vi c es

A.      THE WE B

D e f i n i t i o n : The World Wide Web is a set of linke d
s e rve rs that provide easy access to and nav i g a t i o n
t h rough diffe rent info rmation sourc e s . Web serve rs have
“ p age s ” that contain info rmation and “ l i n k s ” to other
p age s . When a user cl i cks on a link the new page is
re t ri eved from wherever it is on any mach i n e .

Va l u e : Easy access to a wealth of info rm a t i o n . U s e rs do
not need to know details about location, m a ch i n e , or data
fo rm a t s .

Fi g u re 5: The Web offe rs an easy way to nav i gate thro u g h
“ l i n k s ” to materials in remote (or in the same) Web serve rs .
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L i m i t a t i o n s : The Web can be slow — the nickname is
the “ World Wide Wa i t ” — due to netwo rk conge s t i o n ,
s e rver conge s t i o n , and poor page design. M o re complex
content such as graphics and video add to the pro bl e m
because they re q u i re more bandw i d t h .

The sheer number of Web pages makes it difficult to fi n d
the right info rm a t i o n . S e a rch engines are needed to help
u s e rs find the info rmation they wa n t .

E x t e n s i ve browsing can impair netwo rk perfo rmance fo r
other business activities. As a set of tech n o l o gi e s , the We b
is unbounded. Its current slowness is a function of the
high demand for scarce capacity.
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B.      INTR AN ET S

D e f i n i t i o n : I n t ranets are used pri m a ri ly to connect 
people within an organization with info rmation thro u g h
the We b . C o r p o rate and departmental Web serve rs fe a t u re
i n fo rmation about sch e d u l e s ,m e e t i n g s ,p ro d u c t s ,p o l i c i e s ,
and vacation time for employees to access and update.

Va l u e : E m p l oyees can easily find and update info rm a t i o n ,
making the organization more pro d u c t i ve .

L i m i t a t i o n s : The same ones that apply to the We b .
S e c u rity and pri vacy are also concern s .

M i s c o n c e p t i o n : I n t ranets are ava i l able only to intern a l
u s e rs .

R e a l i t y : Although Intranets are considered “ i n t e rn a l ”s e r-
v i c e s ,t h ey also may be accessed from ex t e rnal sites to aid
t raveling wo rke rs and telecommu t e rs .
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C.      E XTR AN ET S

D e f i n i t i o n : An Extranet is another Web-based service that
s u p p o rts business processes between organizations and
their stra t e gic part n e rs ,c u s t o m e rs , and suppliers . M o re
o rganizations are using ex t ranets to sell their pro d u c t s ,
update customers ,and wo rk more effe c t i ve ly with business
p a rt n e rs .

Va l u e : E x t ranets speed and simplify electronic com-
m e rc e .

T h ey make product info rmation easily ava i l abl e , and fa c i l i-
tate processing ord e rs for merchandise and commu n i c a-
tions with other businesses.

U n fo rt u n a t e ly, the boundary between Intra- and Extra n e t s
is not well defi n e d .

L i m i t a t i o n s : The same as for the We b . S e c u red tra n s a c-
tions are necessary for conducting business with an
E x t ra n e t . The interconnection of many netwo rks also
i n c reases pri vacy concern s .

A d m i n i s t ra t o rs need to control the number of people who
use Extranets to make sure they are secured for pri va t e
business commu n i c a t i o n s . (See V P N s , p a ges 26-27)
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D.      VIRTUAL PRIVATE NETWO R KS (VPNs)

D e f i n i t i o n : VPNs are used for secure commu n i c a t i o n
a c ross unsecured netwo rks such as the Internet and car-
rier netwo rk s . The communicating parties encrypt their
i n fo rmation to protect pri vacy during tra n s fer across the
u n s e c u red netwo rk ( s ) . Often the encryption is carri e d
out at a fi rewa l l .

Va l u e : VPNs are incre a s i n g ly used by traveling staff,
those in small offi c e s , and between business part n e rs
when tra n s fe rring sensitive info rm a t i o n .T h ey offer a way
to use public facilities while protecting confi d e n t i a l i t y.

Fi g u re 6: Vi rtual Pri vate Netwo rks encrypt info rmation that
fl ows across unsecured public and pri vate fa c i l i t i e s .U s e rs have
p ri vate communications because each party must have the
a p p ro p riate encryption key s .

L i m i t a t i o n s : You must institute processes for adminis-
t e ri n g ,d i s t ri b u t i n g , and upgrading encryption key s . T h e
e n c ryption process can degrade perfo rmance because
intense processing is necessary.
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M i s c o n c e p t i o n : VPNs provide end-to-end securi t y.

R e a l i t y : VPNs are only secure between the encry p t i o n /
d e c ryption points. It is still possible to have unsecure d
c o m munications within a local part of the netwo rk .
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E.      MU LTICASTIN G

D e f i n i t i o n : A one-to-many distribution service used fo r
real-time data fe e d s ,t raining delive ry, and confe re n c i n g .

Va l u e : Multicasting conserves scarce backbone band-
width by sending a single copy of the info rm a t i o n ,w h i ch
is then distributed to the appro p riate subscri b e rs
a t t a ched to high-speed LANs.

L i m i t a t i o n s : A d m i n i s t ra t o rs must define the mu l t i c a s t
s e rvices and manage the supporting multicasting man-
agement serv i c e s .

Fi g u re 7:
M u l t i c a s t i n g
c o n s e rve s
b a c k b o n e
capacity by
sending one
c o py of the
i n fo rm a t i o n
a c ross low -
speed links.
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F.      xDSL

D e f i n i t i o n : x Digital Subscriber Line. O ffe red by the
telephone carri e rs as a replacement for ISDN. xDSL dif-
fe rs from ISDN in that it is a mu ch higher speed tech n o l-
o gy that supports simultaneous connections with tele-
phone serv i c e .T h e re are seve ral va rieties of DSL, p rov i d-
ing diffe rent speeds in each dire c t i o n , hence the “ x .”

Va l u e : Higher speeds - up to 8 Mbps at substantially
l ower pri c e s . For instance,one early offe ring for 500
Kbps is priced at $35/month.

L i m i t a t i o n s : xDSL is a new tech n o l o gy that is just being
i n t ro d u c e d , so ava i l ability is not widespread curre n t ly.
A l s o , the phone companies must “ cl e a n ” their local loops
in order to deliver DSL. T h u s , with older facilities some
a reas may never get serv i c e . xDSL also is limited by dis-
tance -- xDSL “ m o d e m s ” for ex a m p l e , must be close to the
c e n t ral office to function pro p e r ly.
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Part 4: Ne twork Elemen ts

A.      OVE RVI E W

To d ay ’s netwo rks combine many types of netwo rk ele-
m e n t s . Most have one attribute in common: t h ey are
“ sw i t ch e s ”of one kind or another. E a ch element re c e i ve s
t ra ffic on one port and decides if it should be fo r wa rded to
another port . The diffe rences lie in their speeds and the
i n fo rmation they use to make decisions.

For ex a m p l e , most elements operate in a “ s t o re and fo r-
wa rd ”m o d e ,w h i ch introduces latency (or delay ) . R o u t e rs
must process a lot of info rmation in each packe t , look up
the next hop, and pre p a re the packet for fo r wa rd i n g . I n
c o n t ra s t ,v i rtual circuit sw i t ches (Frame Relay, ATM) only
look at the virtual circuit data in the packet or cell and
thus make a faster decision without incurring any pro c e s s-
ing delay. A c c o rd i n g ly, v i rtual circuit sw i t ches have lowe r
latency than ro u t e rs .

B ri d ges sw i t ch tra ffic when the destination is a diffe re n t
s e g m e n t .T h ey interconnect parts of a netwo rk . R o u t e rs ,
in contra s t ,i n t e rconnect netwo rks — they read destination
i n fo rmation in each packet to make decisions about where
to move info rm a t i o n . N e t wo rk tra ffic (frames or packe t s )
m oves around the netwo rk at diffe rent levels of the pro t o-
col stack . If the packets move from data link to data link
segment (e.g., E t h e rnet to Ethern e t ) , then the sw i t ch e s ,i n
e ffe c t ,a re “ b ri d ge s .” If the tra ffic moves at the netwo rk or
IP leve l , the sw i t ches are dubbed “ ro u t e rs ”or “IP sw i t ch e s .”
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The basic diffe rence in moving packets from one port 
to another lies in the complexity of the decisions. I n
b ri d ge s , the decisions are simple so tra ffic moves quick ly.
In ro u t e rs , events are more complex , limiting speed. I P
sw i t ches are re a l ly ro u t e rs with special mechanisms that
a l l ow the router to make the decisions to route early in
the packet fl ow. The router thus acts as a sw i t ch for the
rest of the packe t s , attaining higher speeds.
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B.      HU BS

D e f i n i t i o n : D evices for connecting nodes to a LAN. T h e
hub is the center of a “ s t a r ” ,w h i ch simplifies wiring and
ch a n ging connections. An Ethernet hub is a repeater —
t ra ffic from one station is sent to all other attached sta-
t i o n s , and they contend for access. A To ken Ring hub
passes the token to each node in turn . Hubs fe a t u re a
s h a red backbone over which the tra ffic trave l s . E a ch of
the ports into the hub connects to a netwo rk device or
other hub. The tra ffic is then sent over the backbone so
that all ports can see it and determine if it is addressed to
t h e m .

Fi g u re 8: A hub acts as a repeater for Ethern e t s . If more than
one station tra n s m i t s , all stations detect the collision.
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Va l u e : P rovides an economical way to connect nodes
without ch a n ging cabling as new nodes are added.
Chassis-based hubs can have Ethern e t ,To ken Ring, b ri d g-
i n g , and routing cards to provide intern e t wo rking within
a single box .

L i m i t a t i o n s : Hubs still are shared access dev i c e s ,a n d
the number of attached nodes or tra ffic levels will begi n
to degrade perfo rm a n c e .
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C.      BRI D G ES

D e f i n i t i o n : B ri d ges are used to interconnect LAN seg-
ments in a cheap and easily confi g u red manner. T h ey
“ l e a rn ”w h e re nodes are located from monitoring the
s o u rce (sender’s) address in packe t s . Once they know
w h e re nodes are located, t h ey fo r wa rd tra ffic across the
b ri d ge to another LAN as necessary. Tra ffic within a LAN is
not fo r wa rd e d .

Va l u e : B ri d ges extend connectivity and make a bigge r
LAN by interconnecting segments. T h ey operate at high
speed because there is minimal delay in deciding what to
fo r wa rd . B ri d ges are easy to administer because they learn
f rom the netwo rks themselve s .

L i m i t a t i o n s : B ri d ges fo r wa rd broadcast tra ffi c . If a node
m i s b e h ave s ,b roadcast tra ffic fl ows to all the bri d ged LANs
and interfe res with real wo rk .T h u s ,b roadcast storms can
b ring down all the LANs. B ri d ges usually are re s t ricted to
connecting LANs of the same type.
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D.      ROUTE R S

D e f i n i t i o n : R o u t e rs are intern e t wo rking devices that
m ove tra ffi c .T h ey determine the best path from the
s o u rce machine to the destination mach i n e s . In contra s t ,
b ri d ges and sw i t ches focus mostly on the next hop,re ly i n g
on ro u t e rs to know how many hops to expect and in
what ord e r.

You must distinguish between routing and ro u t e rs .
Routing is the process of creating a path through a seri e s
of machines to get packets from source to destination.
R o u t e rs are the machines that make the decisions and fo r-
wa rd the packets (they may hand-off this latter task to
sw i t ches in some instances).

R o u t e rs use routing protocols to info rm each other of
t o p o l o gy ch a n ge s . A failed link, for ex a m p l e , causes all
ro u t e rs to adapt to ch a n ging conditions to keep tra ffi c
fl ow i n g . N ewer routing protocols are used to find the
ch e a p e s t , fa s t e s t , or most re l i able ro u t e s .
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Fi g u re 9: Basic router opera t i o n s .The sending systems fo r wa rd
the packet to a router which takes over the delive ry.R o u t e rs
calculate the next “ h o p ” and change the Layer 2 address for the
n ext destination. The Layer 3 (netwo rk layer) info rmation is
u n c h a n ged in the IP Datagra m .

Va l u e : R o u t e rs interconnect hetero geneous netwo rk s
and handle the details of making the hop. T h ey also insu-
late and protect each attached netwo rk so pro blems in
one do not cause congestion in another (in contrast to
b ri d ge s ) . Additional access control can stop certain fl ow s
f rom crossing netwo rk s , or re s t rict tra ffic to pre - d e fi n e d
p a t h s .

L i m i t a t i o n s : R o u t e rs are more complex than bri d ge s
and take more effo rt to confi g u re and manage . R o u t e rs
deal with multiple pro t o c o l s , e a ch of which has its ow n
c o n fi g u ration re q u i re m e n t s .

R o u t e rs must process eve ry packe t ,m a ke a decision,a n d
p re p a re the packet for the next hop. That adds more
d e l ay at each hop, w h i ch accumulates as the number of 
hops grow s .

36

Th e P o c ke t  N e two r k  Ma n a ge m en t  S u r vi va l  G u i de

C o n c o r d  C o m m u n i c a t i o n s ,  I n c .

Source:McConnell Consulting, Inc.



M i s c o n c e p t i o n : Routing and sw i t ching cannot coex i s t .

R e a l i t y : R o u t e rs and sw i t ches behave diffe re n t ly within
a large env i ro n m e n t . L ayer 3 sw i t ches provide the same
functionality with better perfo rmance (See next page) .
The netwo rk core uses sw i t ching for speed with ro u t e rs
placed at the edges where they can act as fi rewalls and
WAN attach m e n t s .

Related Te r m s : C o re ro u t e r, B o u n d a ry ro u t e r.
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E.      S WITC H ES

LAN sw i t ches are high-capacity (5 Gbps and higher)
d ev i c e s .T h ey offer each attached node full “ w i re speed.”
Because there is no competition for access,e a ch node
has higher perfo rm a n c e .T h e re are two types of sw i t ch-
ing — Layer 2 and Layer 3.

Layer 2 Sw i tc h in g

D e f i n i t i o n : B a s i c a l ly high-speed mu l t i p o rt bri d gi n g .T h e
latency is low and confi g u ration is simple, because the
sw i t ch “ l e a rn s ”w h e re nodes are located by monitori n g
t ra ffi c . (See the Bri d ges section, p a ge 34)

Layer 3 Sw i tc h in g

D e f i n i t i o n : An appro a ch to deal with the limitations of
c u rrent ro u t e rs by offe ring a virt u a l - c i rcuit service acro s s
a LAN. A “ route serve r ”calculates the complete path
t h rough the sw i t ched fab ric and then instructs each
sw i t ch on fo r wa rding for the packe t s . Pe r fo rmance is
ve ry high, because there are no hop-by-hop calculations
s u ch as those used by ro u t e rs .

Va l u e : Higher perfo rmance for sw i t ched netwo rk s
because the delays associated with ro u t e rs are eliminat-
e d . The route server also can apply policies and access
c o n t rol when it determines the ro u t e .

L i m i t a t i o n s : Route serve rs must be made scalable and
fault tolera n t .T h e re are no standards for instru c t i n g
sw i t ch e s , so intero p e rability between ve n d o rs is diffi c u l t .
I n t e rconnecting with routed areas of the netwo rk elimi-
nates the perfo rmance adva n t age s .
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F.      R E MOTE AC C ESS

D e f i n i t i o n : D evices that allow users in remote sites to
connect to the corporate netwo rk . This is an import a n t
t e ch n o l o gy for bra n ch offi c e s ,t e l e c o m mu t e rs , and trave l-
ing staff.

Bo u n da ry/Branch Ro ute r

D e f i n i t i o n : A ve ry simple router that connects a single
remote site into the back b o n e . Remote offices may use 
a bra n ch router to connect to a corporate back b o n e
router either full-time or through a “ d i a l - u p ”c o n n e c t i o n
as needed.

Va l u e : The boundary router is confi g u red from the
a t t a ched backbone ro u t e r, making it simple to deploy 
and opera t e .

L i m i t a t i o n s : B o u n d a ry ro u t e rs have limited capacity
and interfa c e s .T h ey are designed for ag gregating low -
speed sessions across a link.
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Fi g u re 10: B o u n d a ry ro u t e rs and remote access serve rs prov i d e
remote access from branch sites and home-based offi c e s .

Re m o te Ac c ess Se r ve rs

D e f i n i t i o n : A Remote Access Server is the connection
point for mobile/remote users . It authenticates the users
and connects them to the appro p riate re s o u rces for their
wo rk .

Va l u e : P rovides an easy way to connect these users to
c o r p o rate info rmation re s o u rc e s , making all more pro d u c-
t i ve . It is more cost effe c t i ve than giving each re m o t e
wo rker dedicated fa c i l i t i e s .

L i m i t a t i o n s : The major limitation is bandwidth —
remote access services usually a re limited to dial speeds 
or ISDN in some cases. That makes it fru s t rating if re m o t e
u s e rs are tra n s fe rring large volumes of info rm a t i o n .

M a n agement is also a consideration — bra n ch ro u t e rs
must be re m o t e ly managed from a central site because
t h e re is usually little ex p e rtise in the remote offi c e .
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Mo de m s

D e f i n i t i o n : M o d u l a t o r / D e m o d u l a t o rs (modems) tra n s l a t e
d i gital data streams into analog tones that can be carri e d
by the telephone netwo rk . That allows anyone with a
modem to access remote systems over the ubiquitous tele-
phone netwo rk .

L a rge organizations have modem banks — a set of
modems that are re a ched by dialing the same nu m b e r. A
f ree modem is assigned to the caller on a ra n d o m , fi rs t - i n
b a s i s .

L i m i t a t i o n s : Modems are still re l a t i ve ly low - s p e e d
d evices — up to 56 Kbps on good lines. Poor quality tele-
phone lines may make communication diffi c u l t .
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G.      FIR E WAL L S

D e f i n i t i o n : A fi rewall is a special softwa re / h a rdwa re ele-
ment that insulates a netwo rk from the outside wo r l d ;i t
also is used to protect internal parts of a netwo rk that con-
tain sensitive info rm a t i o n . Fi rewalls evaluate incoming tra f-
fic and reject that which is not specifi c a l ly allowed by an
a d m i n i s t ra t o r. Fi rewalls also examine outbound tra ffic and
a l l ow only specific users to connect to pre - d e fined sites
and serv i c e s .

Va l u e : Fi rewalls are the fi rst line of defense against attack-
e rs .T h ey detect unauthorized access attempts and notify
the management team. Fi rewalls ensure that netwo rk
re s o u rces are used for appro p riate purposes.

L i m i t a t i o n s : Fi rewalls may be difficult to confi g u re and
must be updated as new types of attacks are re c o g n i z e d .
Because they inspect incoming packe t s ,t h ey can be a
cause of increased delays or latency for the tra ffic that is
a l l owed thro u g h . Setting up outbound re s t rictions on
dynamic services such as the Web is difficult to impossibl e
because an administrator cannot predict where users 
will go .
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H.      SE RVE R S

D e f i n i t i o n : A computer system that supports a set of
clients (users at desktops or other serve rs) in diffe re n t
way s . For ex a m p l e ,s e rve rs can hold shared info rm a t i o n
and make it ava i l able as needed. S e rve rs also contro l
s h a red re s o u rces such as pri n t e rs , fax board s , E-mail and
video store s . N ew arch i t e c t u res offer mu l t i p ro c e s s o r
s e rve rs with more computing power and fault tolera n c e .

S e rve rs also support applications such as datab a s e s ,t ra n s-
action processing and other computing tasks. T h ey also
a re used as info rmation re p o s i t o ries that contain info rm a-
tion about users , locations of re s o u rc e s , policies and
access pri v i l e ge s .

S e rve rs are an important part of service level manage-
ment (See Netwo rk Pe r fo rm a n c e , p a ge 52) .

Va l u e : S e rve rs provide economical sharing of info rm a-
tion and ex p e n s i ve re s o u rc e s . T h ey offer centralized con-
t rol of critical data and applications and make it easier to
m a n age .

L i m i t a t i o n s : Because serve rs are critical re s o u rces they
re q u i re management attention. A d m i n i s t ra t o rs must pro-
vide appro p riate powe r, p hysical contro l , re d u n d a n c y,
and fault tolera n c e . Key data must be backed up to pre-
vent loss. S e rve rs must be secured from unauthori z e d
a c c e s s . High perfo rmance re q u i res tuning of CPU, m e m-
o ry, d i s k , and netwo rk perfo rm a n c e .
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M i s c o n c e p t i o n : High-end serve rs are always better.

R e a l i t y : B i g ger isn’t always better. The size of the serve r
is re l a t i ve to the services prov i d e d . A high-end serve r
m ay be re q u i red for Web-based Internet serv i c e s , fo r
ex a m p l e , while a low-end server may suffice to prov i d e
local intranet serv i c e s .

Related Te r m s : Vi rtual memory, S wap dev i c e , Pagi n g ,
S wa p p i n g ,R A I D, M i rro ri n g , Pa rt i t i o n s , Disk T h ra s h i n g .
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I.      C LI E NT S

D e f i n i t i o n : Computer systems that use a server as
n e e d e d . Clients are usually desktop computers or other
s e rve rs . Clients dri ve the computing pro c e s s ,s u p p o rt i n g
local processing and accessing remote serve rs as needed.
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Part 5: Stan da r ds

A.      OVE RVI E W

D e f i n i t i o n : S t a n d a rds are specifications that are widely
adopted because they are from an official body or
because they are “de fa c t o ” -- in widespread use.

Va l u e : S t a n d a rds are important to consider because
t h ey foster intero p e rability between products from diffe r-
ent ve n d o rs and offer more choices to the buye r.

L i m i t a t i o n s : The official standards process is slow —
o n ly glaciers move (slightly) fa s t e r. S t a n d a rds are often
the lowest common denominator after political compro-
mises are made to finish the pro c e s s .

M i s c o n c e p t i o n : S t a n d a rds mean the same thing acro s s
all vendor equipment.

R e a l i t y : As usual, the ex p ression “let the buyer bewa re ”
a p p l i e s . Almost all ve n d o rs that support standards also
h ave pro p ri e t a ry ex t e n s i o n s . If you depend on them,
t h ey lock you in to their product sets.

MIB and MIB2 are not the same. MIB is a ge n e ric term
for the management info rmation about anything you are
m a n agi n g .T h e re are Frame Relay, AT M , sw i t ch , ro u t e r,
s e rve r, e t c . ,M I B s . MIB2 is an official standard for inter-
face info rmation — counting packe t s ,e rro rs ,e t c .
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T h e re are seve ral bodies that specify netwo rking standard s .

B.      IETF STAN DAR DS

I E T F : I n t e rnet Engi n e e ring Task Fo rc e .R e s p o n s i ble fo r
d eveloping Internet standard s ,i n cluding the TCP/IP pro -
tocol suite. Fe a t u res more than 40 wo rking gro u p s .

Stan da r ds for Ne twork Man a ge m en t

S N M P : The Simple Netwo rk Management Protocol is
used to communicate with a management “ age n t ” in a 
n e t wo rk dev i c e . A remote manager can obtain status 
i n fo rmation and control the device through the age n t .
SNMP depends on IP and other pro t o c o l s .

M I B s : M a n agement Info rmation Base — the other part of
the SNMP standard . The agent delive rs info rmation fro m
the MIB or ch a n ges it under direction of a remote manage r.

E a ch type of managed re s o u rce has a MIB, w h i ch contains
what can be known about it and what can be done to it. A
MIB for a router contains info rmation about each interfa c e
— its speed, p rotocols support e d , and current status. Fo r
ex a m p l e , a server MIB has info rmation about CPUs, o p e ra t-
ing system, m e m o ry, and disk.

R M O N : Remote Monitoring MIB that controls an age n t
m o n i t o ring a single LAN segment. Collects info rmation as
i n s t ructed about tra ffic leve l s ,w h i ch systems are talking,
and specific conve rsations between two part i e s .
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R M O N 2 : A MIB for controlling agents that monitor tra ffi c
a c ross the netwo rk . It measures tra ffic fl ows between dif-
fe rent parts of the netwo rk and identifies which pro t o c o l s
and applications are being used by each system.

M I B 2 : A standard MIB that defines basic interface info r-
mation such as speed, nu m b e rs of packets sent and
re c e i ve d , nu m b e rs of broadcast and unicast packe t s ,a n d
e rro rs . U s u a l ly eve ry netwo rk device and interface card
has one.
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OT H E R P ROTO C O L S : These are some of the more com-
mon IETF standard pro t o c o l s :

H T T P : Hyper Text Tra n s fer Protocol — the basic applica-
tion protocol for the We b ; it is used to access the next We b
p age and download the info rm a t i o n .

I G M P : IP Group Management Protocol — allows comput-
er systems to subscribe or unsubscribe to a specific IP mu l-
ticast serv i c e .

I P : I n t e rnet Protocol — used by ro u t e rs to fo r wa rd pack-
ets to a system in another netwo rk .

O S P F : Open Shortest Path Fi rst — a routing protocol fo r
IP backbones that allow ro u t e rs to keep each other updat-
ed about the best ro u t e s . Routing Info rmation Pro t o c o l
(RIP) is another common routing pro t o c o l .

R S V P : R e s o u rce Reservation Protocol — used to allocate
b a n dwidth for certain applications across a router back-
b o n e .

T C P : Transmission Control Protocol — used by two com-
municating systems to ensure correct sequences, re l i abl e
d e l i ve ry and to control the rate of tra ffic fl ow betwe e n
t h e m . IP delive rs the packe t s , and the systems use TCP to
e n s u re re l i able commu n i c a t i o n .
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C.      IEEE STAN DAR DS

The Institute of Electrical and Electronic Engi n e e rs deve l-
ops LAN standard s . The 802 fa m i ly of standards incl u d e s
802.3 for Ethernet and 802.5 for To ken Ring. N ew stan-
d a rds incl u d e :

8 0 2 . 1 p : A standard for adding pri o rity info rmation to
E t h e rnet packets for pri o ritizing tra ffi c .

8 0 2 . 1 q : A standard for identifying VLAN memberships of
E t h e rnet packe t s .

8 0 2 . 3 x : A standard for full-duplex Ethernet opera t i o n
with fl ow contro l .

8 0 2 . 3 z : A standard for Gigabit Ethern e t ,i n cluding stan-
d a rds for unshielded twisted pair (1000 Base-T) and opti-
cal fiber (1000 Base-LX).
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D.      ATM FO RUM STAN DAR DS

The ATM Fo rum defines standards for ATM netwo rk s
s u ch as the UNI and PNNI pro t o c o l s .

U N I : User Netwo rk Interface -- used in ATM netwo rks to
setup a Switched Vi rtual Circ u i t . The calling systems use
UNI to describe the target system and the Quality of
S e rvice needed.

P N N I : P u blic Netwo rk - N e t wo rk Interface -- another AT M
p rotocol used to find the appro p riate route between two
or more communicating systems.
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SECTION 2:      N ETWORK PE R FO R MAN C E

Part 1: Ove r vi ew

N e t wo rk perfo rmance is always a concern for users and
a d m i n i s t ra t o rs . Both want to define and measure the 
Quality of Service (QoS) delive red by their netwo rk s .
U s e rs need to count on pre d i c t able service quality, e s p e-
c i a l ly as more dynamic services such as the We b ,v i d e o c o n-
fe r - e n cing,and real-time collaboration are deployed.
A d m i n i s t ra t o rs want to be able to show what they are
d e l i ve ring for the org a n i z a t i o n .

What is Pe r fo r man c e ?

N e t wo rk perfo rmance relates to the speed of the netwo rk .
Application perfo rmance relates to the speed of the appli-
cations as seen by the end user and depends on the net-
wo rk ,s e rve r, cl i e n t , and application. N e t wo rk perfo rm a n c e
is a key concern ,e s p e c i a l ly because the netwo rk usually is
blamed for most perfo rmance pro bl e m s . Essential to effe c-
t i ve perfo rmance management is determining when delay s
occur and where the delays actually lie, so that corre c t i ve
actions may be take n . A netwo rk that delive rs tra ffic quick-
ly may be seen as “ s l ow ” if the server is underpowe red or
s u p p o rting too many users . On the other hand, a fi n e ly
tuned server may have no impact if there are ex c e s s i ve
n e t wo rk delay s .

M e a s u ring perfo rmance becomes more difficult as appli-
cations become more complex . For ex a m p l e , a cl i e n t
request may not be completed with a single-serve r
response — which is fa i r ly easy to measure . It may move
over va rying routes with diffe rent latencies.
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S p e c i fi c a l ly, a client request may re q u i re : a dire c t o ry look-
up to find the right serve r, the creation of a netwo rk con-
n e c t i o n , passing the re q u e s t , the server accessing another
s e rve r, then re t u rning the re s p o n s e . Or a single cl i e n t
t ransaction may re q u i re multiple server responses to
c o m p l e t e .
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Part 2:  Pe r fo r man c e - Rel a ted Te r m s

This section cove rs the basic terms used to assess 
p e r fo rm a n c e .

A. AVAI L ABI LITY

D e f i n i t i o n : A measure of netwo rk usability for service —
a similar idea to “dial tone”when you pick up a telephone
h a n d s e t . Ava i l ability usually is measured as a perc e n t age of
the day,we e k , or month the re s o u rce could be used, s u ch
as 99.99%.

Va l u e : A way to assess basic netwo rk health.

M i s c o n c e p t i o n : Ava i l ability is always related to perfo r-
m a n c e .

R e a l i t y : Ava i l ability and perfo rmance are not interd e p e n-
d e n t . For ex a m p l e , a busy netwo rk may be unu s abl e
because of slow n e s s , but all re s o u rces are ava i l abl e .

B. BAN D WI DTH

D e f i n i t i o n : A measure of the capacity of a commu n i c a-
tions link. For ex a m p l e , a T1 link has a bandwidth of 1.544
M b p s . It is also used to measure the capacity assigned to a
s e rvice across a link; for instance,a video feed across the T 1
link may have a bandwidth of 384 Kbps assigned.

Va l u e : Useful for determining needed capacity for 
s e rv i c e s . IT manage rs often look at bandwidth utilization
—the perc e n t age of the total bandwidth being used.

L i m i t a t i o n s : Does not necessari ly relate to perfo rm a n c e .
A higher speed pipe improves capacity (more bandw i d t h ) ,
but a big file tra n s fer can still slow eve ryone else.
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C. BASELIN E

D e f i n i t i o n : A measure of “ n o rm a l ”b e h av i o r. M a ny net-
wo rks ex p e rience a “ t ra ffic spike ”at va rious times re l a t e d
to core business operations — accessing E-mail and other
c o r p o rate re s o u rc e s . A baseline is useful in separating a
“ b a d ”d ay or one-day anomaly from “ n o rm a l ”d ay s .

Va l u e : Baselines help an administrator identify a sudden
ch a n ge ,w h i ch may indicate a pro bl e m . O ver time, b a s e-
lines indicate trends in activity for planning purposes.

D. CO N G ESTI O N

D e f i n i t i o n : C o n gestion occurs at higher loads, i n d i c a t i n g
the netwo rk or a device is re a ch i n g , or has ex c e e d e d ,i t s
c a p a c i t y. C o n gestion leads fi rst to ra p i d ly increasing laten-
cy and then loss of data if the situation is not corre c t e d .
Queuing delays with packets waiting to go are one indica-
tion of possible latency pro bl e m s .

Va l u e : E a r ly detection allows an administrator to take
action more quick ly, avoiding disastrous slow d ow n s .
Pe r fo rmance re p o rts help identify potential conge s t i o n
points befo re they affect perfo rm a n c e .

E. L ATE N CY

D e f i n i t i o n : A measurement of delay from one end of a
n e t wo rk ,l i n k , or device to another. Higher latency indi-
cates longer delay s . Latency can never be eliminated
e n t i re ly, and it is used as a measurement of netwo rk per-
fo rm a n c e. L i ke utilization, latency may va ry based on l o a d s .
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Your carrier can ch a n ge your netwo rk latency by alteri n g
your virtual circuits so that they use lower speed links or
i n c o r p o rate more hops. Tra cking latency is essential.

Va l u e : A key measure to quick ly identify potential pro b-
lem points. For ex a m p l e , if response time falls but net-
wo rk latency is unch a n ge d , the pro blem can most like ly
be traced to the server or cl i e n t .

L i m i t a t i o n s : M e a s u ring latency re q u i res instru m e n t a-
tion and data collection. C o rrelating netwo rk latency
with multiple application interactions and connections is
d i ffi c u l t .

M i s c o n c e p t i o n : N e t wo rk latency is response time.

R e a l i t y : Latency is a piece of response time. S e rve rs ,
cl i e n t s ,and applications always add some latency.A d d i n g
b a n dwidth does not always fix latency pro bl e m s . Fo r
ex a m p l e , if a carrier has too many hops in a higher speed
l i n k , it could still have higher latency (delay) than a
l ower-speed link with fewer hops. (See Netwo rk
Pe r fo rm a n c e , p a ge 52)

F. TH R ES H O L D

D e f i n i t i o n : A value that is set for wa rning the manage-
ment system when utilization, l a t e n c y, or conge s t i o n
exceeds critical limits. The threshold is set in manage-
ment agents that measure the actual behavior of net-
wo rks and links. For instance, an administrator may set a
t h reshold of 50% utilization on a netwo rk link so there is
time to respond to growing tra ffic vo l u m e s .
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Va l u e : Lets the administrator set “ t rip wire s ” , and ge t
a l e rts in time to respond befo re users complain.

L i m i t a t i o n s : A gents must be able to tra ck values and tri g-
ger alarm s . Because thresholds may be crossed many
t i m e s , some sort of fi l t e ring and pri o ritization 
m e chanism is needed to indicate when such events are
s i g n i fi c a n t .

G. UTI LI Z ATI O N

D e f i n i t i o n : A measure of how mu ch of the capacity is
a c t u a l ly being used at any point. If a T1 link carries 924
K b p s , it has a utilization of 60% at that particular time
i n t e rva l . Utilization va ries according to the actual tra ffi c
loads and the time from over which it is ave rage d . It is also
a measure of CPU load in serve rs and cl i e n t s .

Va l u e : A measure of usage levels that can be used to pre-
dict potential pro blems with tre n d i n g . Can gi ve re a l - t i m e
wa rnings of potential perfo rmance pro bl e m s .
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Part 3:      Se r vice Le vel Agree m en ts

D e f i n i t i o n : SLAs are contracts between provider and
user that details what the user expects from the prov i d e r.
A good SLA has: s p e c i fic descriptions of services being
d e l i ve red including the cri t e ria used to evaluate the ser-
v i c e ; re p o rting re q u i re m e n t s ; escalation agreements (what
to do when there are serious interru p t i o n s ) ; and penalties
for failing to meet the contract term s .

Fi g u re 11: E n ables a service provider to document to cus-
t o m e rs which sites are in compliance with their SLA.

Part 4:      Se r vice Le vel Me t ri c s

A. AVAI L ABI LITY

D e f i n i t i o n : A measure of the netwo rk being re a dy fo r
user activity. It is usually measured as Mean Ti m e
B e t ween Fa i l u res (MTBF) and Mean Time To Repair
( M T T R ) . For ex a m p l e ,a MTBF of 99.5% eve ry day means
d owntime cannot exceed 7.2 minutes eve ry 24 hours .

M o re advanced ava i l ability metrics look at service ava i l-
ability — can the service the users want actually be used?
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B. R ES PO N SE TI ME

D e f i n i t i o n : M e a s u res the time to complete a request fo r
a cl i e n t , group of cl i e n t s ,or netwo rk .

Va l u e : Good measure of netwo rk and server effi c i e n c y.
Some applications,s u ch as the We b , re q u i re ve ry short
response times while others ,s u ch as File Tra n s fe r,a re not
as stri n ge n t . Response time is the best measure of serv i c e
to the end user.

L i m i t a t i o n s : D i fficult to measure -- newer applications
m ay take seve ral cl i e n t / s e rver interactions to complete a
re q u e s t . In addition, e a ch type of transaction may have its
own pro files and behav i o rs. It is also hard to pinpoint a
p ro blem when response times are unsatisfa c t o ry — the
p ro blem could be the netwo rk ,s e rve r, cl i e n t ,a p p l i c a t i o n ,
location of the info rm a t i o n ,or a combination of those 
fa c t o rs .

C. TH ROU G H PUT

D e f i n i t i o n : A measure of the amount of data (or vo l u m e )
sent in a gi ven amount of time. For ex a m p l e ,v i d e o c o n fe r-
encing may re q u i re 384 Kbps in order to provide satisfa c-
t o ry quality. D ownloading a text page from a Web serve r
in two seconds re q u i res a throughput of 20 Kbps.

Va l u e : Helps with planning and real-time analysis of
b e h av i o r.
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SECTION 3:      NETWORK MAN AG E ME NT TO O L BOX

Part 1:  Ove r vi ew

M a n aging complex netwo rks is a ch a l l e n ge most org a n i -
zations fa c e . Good management delive rs high serv i c e
q u a l i t y, high ava i l ab i l i t y, and controls the costs of ow n e r-
ship (staffi n g , fa c i l i t i e s ,and upgra d e s ) .

M a n agement tasks can be grouped into tactical and stra t e-
gic catego ri e s . Tactical tasks are related to responding to
c u rrent situations such as fa i l u re s ,c o n ge s t i o n , and unac-
c e p t able service quality. These tasks include tro u bl e s h o o t-
i n g ,c o n fi g u ra t i o n ,and adjusting tra ffic fl ow s .

S t ra t e gic tasks take a longe r - t e rm pers p e c t i ve .T h ey are
o riented towa rd adequate planning to avoid short ages 
as the netwo rk grow s . In addition, s t ra t e gic tasks use
i n fo rmation to adjust opera t i o n s ,optimize quality, a n d
m a n age facilities to reduce ove rall operational costs.

The main elements of a management system are netwo rk
m a n ager applications and age n t s . A gents are the “ wo rke rs ”
of the management system — they are engi n e e red to 
i n t e grate with netwo rk dev i c e s ,c o m p u t e rs , and applica-
t i o n s .A gents collect management info rmation and re p o rt
p ro blems to a manage r. The manager controls a set of
agents and ensures that they collect the appro p riate 
i n fo rm a t i o n .

M a n agement applications,or tools, use collected and his-
t o rical info rmation for a set of tactical and stra t e gic tasks.
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Part 2:  Element Man a ge rs

D e f i n i t i o n : S o f t wa re usually provided by a manu fa c t u re r
for managing a specific type of device (element), s y s t e m ,
or application.

P ri m a ri ly used for confi g u ration and tro u bl e s h o o t i n g .
C a p abilities ra n ge from basic to more sophisticated with
automated consistency ch e ck i n g ,p re - d e fined confi g u ra-
tion defa u l t s , and the ability to confi g u re groups of ele-
ments with a single opera t i o n .

Element manage rs are stand-alone applications or can be
used with a management platfo rm (See page 62) . N ewe r
element manage rs use a Web browser to access and
ch a n ge the MIB in an element.

Va l u e : Remote management enhances staff pro d u c t i v i t y
by saving the time of visiting each element when man-
agement tasks are necessary.

L i m i t a t i o n s : Ve n d o r - s p e c i fic products re q u i re mu l t i p l e
element manage rs , even for the same catego ries of
d evices such as hubs or sw i t ch e s . The pro p ri e t a ry MIB
extensions make it difficult to use a diffe rent element
m a n ager than that provided by the ve n d o r.

M i s c o n c e p t i o n : Element manage rs are an enterpri s e
t o o l .

R e a l i t y : Most element manage rs focus on single dev i c e s
and do not help with ove rall management of a set of
i n t e rconnected devices such as ro u t e rs or sw i t che s . N ew
sets of management tools are evolving to addre s s t h i s
p ro bl e m .
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Part 3:  Ne twork Man a ge m ent Platfo r m s

D e f i n i t i o n : N e t wo rk management platfo rms we re ori gi-
n a l ly designed to serve as integration points for a set of
n e t wo rk management tools. T h ey provide some limited
underpinnings for activation and use of third - p a rty tools.

P l a t fo rms provide automated discove ry,w h i ch is an
i m p o rtant service to ove rall netwo rk manage m e n t .T h ey
use the netwo rk to discover LANs,WA N s ,l i n k s , and the
d evices attached to them. P l a t fo rms also fe a t u re netwo rk
maps with va rying levels of detail for the administra t o r.

Polling for ava i l ability is another platfo rm function.
P l a t fo rms poll devices peri o d i c a l ly to ch e ck for the status
of MIB va ri abl e s . C h a n ging color-coded map symbols
highlight pro bl e m s .

P l a t fo rms also provide event management — they
re c e i ve and process SNMP Traps according to fi l t e ri n g
rules that determine their seve ri t y. N e t wo rk maps also
fe a t u re those alarm s .

You can automatically activate element manage rs and
other tools from your platfo rm by cl i cking on map 
s y m b o l s . The administrator can gather more detailed
i n fo rmation to isolate the pro blem and take action to
re s t o re serv i c e .

Examples of specific platfo rms incl u d e : SunNet Manage r,
HP OpenVi ew, C abl e t ron SPECTRU M ,N e t Vi ew from 
I B M ,Ti voli Systems’ T M E ,and Computer A s s o c i a t e s ’
UNICENTER T N G.
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Va l u e : P rovides a visual way of looking at your netwo rk
to spot ch a n ge and diagnose pro blems in re a l - t i m e . O ffe rs
a consistent user interface for a set of diffe rent manage-
ment tools.

L i m i t a t i o n s : Most platfo rms don’t scale to large nu m b e rs
of elements. Most offer low levels of data integra t i o n ,s o
m a n aging a hetero geneous set of elements is diffi c u l t .

P l a t fo rms are appro p ri a t e ,h oweve r, for large nu m b e rs of
elements for mapping and collecting alarms through the
use of mid-level manage rs .

M i s c o n c e p t i o n : N e t wo rk management platfo rms are the
foundation for all applications.

R e a l i t y : Some management platfo rms offer little more
than simple event management and some consistency in
p resenting info rm a t i o n .T h ey do not automatically inte-
grate data or functions of a set of management tools.

M o re ove r, p l a t fo rms are not designed for re p o rting and
a n a ly s i s , although they do allow you to print off a small
amount of raw data. P resenting the data in a consistent
fo rmat for analysis and comparison purposes is cumber-
some and re q u i res additional pro gramming and data
m a n i p u l a t i o n .

Related Te r m s : SNMP Tra p ,M a p , Po l l e r, M i d - l evel 
m a n age r.
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Part 4:  Pro b es

D e f i n i t i o n : M a n agement agents designed to collect info r-
mation dire c t ly from a netwo rk . D i ffe rent types of pro b e s
re ly on diffe rent info rmation sources such as device MIBs,
s t a t i s t i c s , system logs,and DSU/CSUs. Some probes are
stand-alone computer systems with their own netwo rk
a t t a ch m e n t s . These are port able and can be moved to dif-
fe rent parts of the netwo rk as needed. O t h e rs are embed-
ded in netwo rk equipment.

Most LAN sw i t ches have embedded RMON probes that
collect statistics and send alarms on each port ’s activity.
M o re compre h e n s i ve monitoring is handled by “ rov i n g ”
(pointing a probe from port to port ) ,“ m i rro ri n g ”( c o py i n g
t ra ffic to a pro b e - m o n i t o red port ) , or “ s t e e ri n g ”( d i re c t i n g
t ra ffic to a remote monitor).

Combinations of port able and embedded probes are used
for more complete netwo rk tra ffic cove rage .

L i m i t a t i o n s : Stand-alone probes are re l a t i ve ly ex p e n s i ve
and re q u i re time to position them for use. A d m i n i s t ra t o rs
need to plan for permanent cove rage of critical port i o n s
of the netwo rk and use port ables for the re s t .

Embedded probes may have tro u ble keeping up with
higher speeds,or they may degrade perfo rmance as they
t a ke more device re s o u rces to do so.P robes focus on a
single wire , so in sw i t ched env i ronments they ex p e ri e n c e
d i fficulties cove ring the entire netwo rk .

M i s c o n c e p t i o n : P robes provide trending and histori c a l
i n fo rm a t i o n .
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R e a l i t y : P robes provide limited tre n d i n g .T h ey are data
c o l l e c t o rs — the info rmation they provide supports tacti-
cal and stra t e gic management tasks.

In addition, you don’t need probes to get data out of the
n e t wo rk . All devices have info rmation you can access via
a standard SNMP query. P robes may be used in a way
that provides no more added value than using the MIB
va ri ables alre a dy residing in the dev i c e .
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R MO N

D e f i n i t i o n : RMON is a standard SNMP MIB that contro l s
remote monitoring age n t s .

Va l u e : RMON is a LAN segment probe that collects
i n fo rmation about activities within a single bro a d c a s t
d o m a i n . It collects basic tra ffic statistics, i d e n t i fies the
busiest nodes and captures specific packe t s . RMON pro-
vides a protocol analysis function.

L i m i t a t i o n s : RMON sees only a single LAN segment;
mu ch of the interesting info rmation is inv i s i bl e .

M i s c o n c e p t i o n : You must choose between RMON and
SNMP manage m e n t .

R e a l i t y : RMON is another SNMP MIB s u ch as those fo r
i n t e r fa c e s ,d ev i c e s , and systems. It is another i n fo rm a t i o n
s o u rce for SNMP management tools.

R MO N 2

D e f i n i t i o n : RMON2 is an extension of RMON that col-
lects an enhanced set of info rmation about the content
of netwo rk tra ffic showing end-to-end volume and 
a p p l i c a t i o n s .

Va l u e : P rovides data on tra ffic fl ows between subnet-
wo rks and between end nodes including which pro t o-
cols and applications are being used, h ow mu ch data is
being tra n s fe rred by protocol or application, a n d
b e t ween which netwo rk addre s s e s . Pa rt i c u l a r ly when
combined with an enterprise scale re p o rting pack age ,
RMON2 data provides a complete view of tra ffic fl ow s .
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P recise patterns of netwo rk content help planners visual-
ize which users and applications dri ve the demand fo r
n e t wo rk capacity.

L i m i t a t i o n s : RMON2 probes re q u i re more re s o u rces fo r
s t o rage and pro c e s s i n g .
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P ro tocol An alyze rs

D e f i n i t i o n : P rotocol analy z e rs also collect statistics and
p a ckets from the netwo rk . T h ey overlap with RMON
p ro b e s .

Va l u e : T h ey provide detailed bre a k d owns of packe t
contents for analy s i s .

L i m i t a t i o n s : Expense and complexity of opera t i o n .
T h ey can be useful for some types of tro u bleshooting 
but re q u i re high staff ex p e rt i s e . P rotocol analy z e rs 
cannot provide the long-term analysis needed fo r
i n fo rmed capacity planning.
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Part 5:  Pe r fo r mance Re p o r t in g /An alys i s

D e f i n i t i o n : A key part of the management toolset.
R e p o rt i n g / a n a lysis tools organize large volumes of manage-
ment data into info rmation and insight needed to make
e ffe c t i ve investment decisions. R e p o rts help administra t o rs
be pro a c t i ve — that is, identify potential pro blems so they
can be addressed befo re service levels suffe r.

R e p o rt i n g / a n a lysis tools provide an enterprise-wide view
of netwo rk operations and provide a level of unders t a n d-
ing that element manage rs cannot offe r. S o p h i s t i c a t e d
a n a lysis identifies trends and evaluates the health of the
e n t e r p rise netwo rk .A d m i n i s t ra t o rs are more effe c t i ve with
these tools, spending their time on the most import a n t
i s s u e s , or potential pro bl e m s .

Va rious audiences re q u i re re p o rts with diffe rent levels of
d e t a i l . For ex a m p l e ,c o r p o rate management re q u i res high-
l evel summari e s , while technical staff needs opera t i o n a l
d e t a i l s .

A d vanced re p o rting tools use the Web to make re p o rts eas-
i ly ava i l able to those who use them. N avigating thro u g h
the Web allows users to gather the appro p riate levels of
detail on an on-demand basis.

Va l u e : R e p o rt i n g / a n a lysis delive rs business value by maxi-
mizing the use of ex p e n s i ve netwo rk re s o u rces and ensur-
ing the highest service quality. Identifying trends allow s
adequate time to increase re s o u rces befo re perfo rmance is
a ffe c t e d .
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L i m i t a t i o n s : R e p o rt i n g / a n a lysis pack ages are not part i c u-
l a r ly useful for tro u bl e s h o o t i n g . You pro b ably want to use
other real-time tools to collect the detailed info rmation yo u
need once yo u ’ve identified a pro bl e m .

M i s c o n c e p t i o n : R e p o rting adds tra ffi c .

R e a l i t y : Good re p o rting and analysis solutions collect
o n ly a small number of va ri ables when polling netwo rk
d ev i c e s .T h ey minimize the load on the system and poll in
u s e r - d e fined intervals ra n ging from 5-15 minu t e s . Ty p i c a l ly,
the load is less than 6 bytes per poll.

Related Te r m s : C o n s o l e , I n d ex ,G ro u p i n g ,E x c e p t i o n s .

70

Th e  P o c ke t  N e two r k  Ma n a ge m e n t  S u r vi va l  G u i d e

C o n c o r d  C o m m u n i c a t i o n s ,  I n c .



SECTION 4:  GLOSSARY

This part of your handbook contains terms in alphab e t i-
cal order that add more detail to the material we have
c ove red in the other sections of the guide.

A ge n t : R e fe rs to the softwa re in the managed element
(the ro u t e r,h u b , other device) that can re p o rt on or
ch a n ge the behavior of the element.

ASN 1: A b s t ract Syntax Notation One is a fo rmal lan-
g u age developed and standardized by the CCITT that
SNMP uses to query nodes for info rmation about data in
another node.

B a ck b o n e : The pri m a ry connectivity mechanism of a
h i e ra rchical distributed system. All systems that have con-
nectivity to the backbone are assured of connectivity to
e a ch other. This does not prevent systems from setting
up pri vate arra n gements with each other to bypass the
b a ckbone for reasons of cost, p e r fo rm a n c e , or securi t y.

B E C N : B a ck wa rd Explicit Congestion Notification — 
a BECN is sent to the sender of Frame Relay tra ffic to
indicate that congestion was detected. It is the sender’s
responsibility to implement congestion avoidance 
p ro c e d u re s .

B o u n d a ry ro u t e rs : R o u t e rs deployed around the
“ p e ri p h e ry ”of a netwo rk to take care of connecting
small sites without getting invo l ved in global ro u t i n g
i s s u e s .

B u rst Rate: Some Frame Relay offe rings include both a
Committed Rate and the ability to “ b u rs t ”over that ra t e
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for some amount of time. The telecommunications carri e r
does not guarantee this circuit rate but will attempt to use
it if possibl e , letting the customer gain ex t ra perfo rm a n c e .

B ro a d c a s t : A specially addressed packet that is re c e i ve d
by all stations in the same domain.

C C I T T: I n t e rnational Consultative Committee fo r
Te l e gra p hy and Te l e p h o ny. A unit of the Intern a t i o n a l
Te l e c o m munications Union, the CCITT produces tech n i c a l
s t a n d a rds or “ re c o m m e n d a t i o n s ” for all public carri e rs .

C e l l s : Similar to packe t s ,t h ey contain control and addre s s-
ing info rm a t i o n . The major diffe rence is that all cells are
the same length — for ATM it is 53 by t e s . Fi xe d - l e n g t h
cells have a constant delay when transmitting netwo rk
d ev i c e s , making it easier to pri o ritize tra ffi c .

C h a n n e l s : Vi rtual circuits inside “ p a t h s .” The objective
behind paths and channels is to “ g a n g ” channels toge t h e r
and get quick sw i t ching at lower cost.

C I R : Committed Info rmation Rate— you can buy virt u a l
c i rcuits with a guaranteed CIR. Your provider guara n t e e s
that this rate will be ava i l able as needed. Common CIRs
i n cl u d e : 32 Kbps, 64 Kbps, 128 Kbps, and 256 Kbps. If yo u
t ransmit over this speed, yo u ’re in danger of losing packe t s
and data. If the carri e r ’s service is not wo rking we l l , it may
s h ow congestion and packet loss, even if you are under
your CIR.

C o l l i s i o n : O c c u rs when more than one station attempts
to access an Ethernet LAN simu l t a n e o u s ly.
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C o n s o l e : The user interface to a re p o rt i n g / a n a ly s i s
p a ck age that allows you to control the elements
yo u ’re polling, rate of polling, and frequency of re p o rt i n g .

Core ro u t e rs : R o u t e rs deployed as part of the netwo rk
b a ck b o n e .

C R C : C y clic Redundancy Check — a mathematical cal-
culation on a frame or cell that is used for error detec-
t i o n . It is added to the tra ffi c ,and the re c e i ver perfo rm s
the same calculation. If the two CRCs do not match ,a n
e rror has occurre d .

C u t - t h ro u g h : An appro a ch that minimizes queuing
d e l ay by starting the fo r wa rding decision while the tra ffi c
is still being re c e i ve d .

D i s c a rd Eligibl e : S e n d e rs can mark some packets or
cells as discard eligi ble — they will be discarded fi rst if
c o n gestion occurs ,p re s e rving higher pri o rity tra ffi c
fl ow s .

Disk Frag m e n t a t i o n : Frequent file modifications cause
f rag m e n t a t i o n ,w h i ch is when the file is spread acro s s
m a ny disk are a s . This degrades perfo rm a n c e . Tools to
consolidate disk space improve perfo rm a n c e .

Disk T h r a s h i n g : When a lot of disk I/O (reads and
w rites to the disk) is taking place without any real wo rk
o c c u rring as a re s u l t . For ex a m p l e , a poorly designed fi l e
system could re q u i re lots of access to dire c t o ries befo re
the data is re t ri eve d .
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D S U / C S U : D i gital Service Unit that is a component of
customer premise equipment used to interface to a digi-
tal circuit such as a T 1 . Combined with a Channel Serv i c e
U n i t , it conve rts a customer’s data stream into the fo rm a t
for tra n s m i s s i o n .

E x c e p t i o n s : E vents or occurrences that are not consid-
e red normal and re q u i re further attention.

Fast Ethernet: 100 Megabit Ethernet system, n ew ly
d e p l oye d .

F r a m e : Used interch a n ge ably with “ p a cke t .”

F E C N : Fo r wa rd Explicit Congestion Notification — a
FECN is added to a re c e i ved fra m e , letting the re c e i ve r
k n ow that congestion is occurri n g . Although it is the
s e n d e r ’s re s p o n s i b i l i t y, the re c e i ver can info rm the sender
to implement congestion avoidance pro c e d u re s . See also
B E C N,d i s c a rd eligi bl e .

Full Duplex : Ability to send tra ffic in both directions at
the same time. WAN links and extended Ethernet can
o p e rate this way.

G i a n t : An Ethernet packet greater than 1,512 by t e s .

Gigabit Ethernet: 1,000 Megabit Ethernet system, n ex t
ge n e ra t i o n .

G ro u p i n g : Setting up “ v i ew s ”with a related set of ele-
ments such as core ro u t e rs , all the serve rs in a depart-
m e n t , and so fo rt h . E x t re m e ly useful in perfo rm a n c e
re p o rting to enable you to better match re p o rts to yo u r
existing business pro c e s s e s .
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Half Duplex : C o m municating in only one direction at 
a time.

H o p : E a ch time a packet or cell is re l aye d , it undergoes 
a hop. M o re hops between sender and re c e i ver may
i n c rease delay s .

I n d ex : A pointer within a MIB to data relating to a par-
ticular interfa c e .

I n t e r n e t : The wo r l dwide netwo rk of netwo rks connect-
ed to each other using the TCP/IP protocol suite.

LAN Emu l a t i o n : A means of interconnecting LANs
using ATM as a “ b ri d ge .” R e q u i res creating virtual circ u i t s
a c ross the ATM back b o n e .

M a p : Visual re p resentation of the netwo rk topology.
D i ffe rent platfo rms display maps in diffe rent levels of
d e t a i l .

M A N : M e t ropolitan A rea Netwo rk — netwo rk that
extends over a wider area than a LAN, t y p i c a l ly 10-100
Km on a fiber ri n g .

M I B - Wa l k e r / b row s e r : A GUI that allows you to visually
look at a MIB and pick the va ri ables you want to collect
data on,poll at a specified ra t e , and use the data for diag-
nostic purposes.

M i d - l evel Manage r : A netwo rk management platfo rm
that improves scalability by collecting info rmation from a
set of agents and passing the results to a central manage r.

M e m o ry T h r a s h i n g : High rates of page or pro c e s s
swapping without pro d u c t i ve wo rk resulting — a pro b-
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lem of memory capacity or manage m e n t .

M i r ro r i n g : P rocess by which data is duplicated on sepa-
rate disk systems. B e n e fits include faster access and fa u l t
t o l e rance in case of a disk system fa i l u re .

M P OA : M u l t i - P rotocol Over AT M . I n t e rconnects LANs
using ATM backbones as a virtual ro u t e r. P rovides more
c o n t rol and uses QoS of AT M .

N o d e : An addre s s able device attached to a computer
n e t wo rk ;also a station, d ev i c e , or system is used to mean
the same thing.

O I D s : Object Identifi e rs — Used in SNMP to identify
s p e c i fic elements by type and ve n d o r. Used to gather
m o re detailed info rm a t i o n .

Pa ck e t : Also known as a “ f ra m e ,” e a ch packet contains
a d d ressing and control info rm a t i o n . Pa ckets are va ri abl e
l e n g t h , up to a maximum size. Pa ckets for diffe rent tech-
n o l o gies usually have a minimum and maximum size
a l l owe d . For ex a m p l e ,E t h e rnet has a minimum of 64 and
a maximum length of 1,500 Bytes. The va ri able length of
f rames also means va ri able delays when trave rsing a net-
wo rk dev i c e .

Pa cket Discard s : Occur when a re c e i ved packet has
t ransmission or fo rmat erro rs or when the device does
not have any storage for it.

Pag i n g : A method of managing virtual memory. When 
a requested page is not found in main memory, an inter-
rupt occurs . The paging device machine then tra n s fe rs
the requested inactive page to memory. High rates of
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p age swapping can degrade perfo rm a n c e .

Pa rt i t i o n s : B reaking the disk space into areas that are
assigned and managed independently. E a ch application
m ay have appro p riate space assigned.

Pa t h s : Within an ATM netwo rk you have paths that are
v i rtual pipes from one location to another and carry a
number of ch a n n e l s .

Po l l e r : A piece of softwa re that sends a periodic re q u e s t
to an agent for management data. For ex a m p l e , the poller
sends a message to a router agent asking it to send back
p a rticular va ri abl e s . The agent sends the va ri ables back to
the poller.

Po rt : S eve ral usage s : (1) The identifier used by pro t o c o l s
to distinguish among mu l t i p l e ,s i multaneous connections
to a single destination host. Some applications are identi-
fied by “ we l l - k n ow n ”p o rt nu m b e rs , for ex a m p l e . (2) A
p hysical connection on a netwo rk dev i c e .

P ro t o c o l : A fo rmal description of message fo rmats and
the rules two or more systems must fo l l ow to ex ch a n ge
those message s . P rotocols define pro c e d u res for nego t i a t-
ing connections, re c ove ring from erro rs , and contro l l i n g
t ra ffic vo l u m e s .

All protocols recognize that netwo rk erro rs occur, a n d
t h ey have means to re c over from them. Some will use an
“ a ck n ow l e d ge m e n t ” to indicate pro p e r ly re c e i ved mes-
s age s . O t h e rs send a “ n e g a t i ve ”to indicate the need fo r
re t ra n s m i s s i o n , while others depend on a time-out to tri g-
ger corre c t i ve action.



P rotocol Analy ze rs : Special tools that break capture d
p a ckets or cells into their fields for tro u bleshooting and
statistics collection.

Quality of Service (QoS): A guaranteed level of perfo r-
m a n c e , often part of a service level agreement between a
n e t wo rk service provider and end user.

Queuing Delay : The delay that occurs when frames or
cells wait in a device befo re being fo r wa rd e d .Often a
major component of latency.

R A I D : Redundant A rray of Inex p e n s i ve Dri ve s .R A I D
t e ch n o l o gy turns seve ral inex p e n s i ve dri ves into one, b i g
d ri ve to address the gap between processor perfo rm a n c e
and input/output ra t e s . The RAID controller manipulates
d ri ves to share the wo rk on file reads and writes for large
files or perfo rming mu l t i p l e ,s i multaneous reads or wri t e s
of small fi l e s .

R e d u n d a n cy : H aving additional elements, d ev i c e s ,
s e rve rs ,l i n k s , and others so that single fa i l u res do not
cause a complete loss of serv i c e .

R u n t : An Ethernet packet that is less than 64 by t e s .

SNMP Tr a p : A message from an agent indicating a situa-
tion that re q u i res immediate attention. Also known as an
a l a rm or an alert . A d m i n i s t ra t o rs select a threshold that
d e t e rmines when a trap will be sent.

Store and Forward : The normal means for fo r wa rd i n g
t ra ffic through a netwo rk dev i c e . The re c e i ved tra ffic is
s t o red until it can be fo r wa rd e d . See queuing delay s .
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S w a p p i n g : Another method of managing memory.
E n t i re processes are swapped as needed to keep the
a c t i ve processes in memory. S wapping can add delays if
l a rge processes are swapped fre q u e n t ly.

Swap Dev i c e : A storage dev i c e ,t y p i c a l ly a hard dri ve ,
that accommodates the virtual memory process of swa p-
ping and pagi n g .

T 1 : A type of digital carrier/system transmitting voice or
data at 1.5 Mbps. A T1 carrier can handle up to 24 mu l t i-
p l exed 64 Kbps digital voice or data ch a n n e l s .

To k e n : A specially fo rmatted message that gi ves the
receiving node permission to use the netwo rk .

Tr e n d : A pattern over time. Used to project future loads
and potential pro blem are a s .

U n i c a s t : Transmission across a netwo rk addressed to a
single node.

U p l i n k : A high-speed connection for ag gregating tra ffi c .
For ex a m p l e , a wo rk group sw i t ch with seve ral 10 Mbps
p o rts usually will have a 100 Mbps uplink to a back b o n e
sw i t ch or a serve r.

V i rtual Circ u i t : A connection that acts (and appears to
the end user) as a dedicated point-to-point circ u i t ,t h o u g h
an indirect physical path might be used. G e n e ra l ly fa s t e r
and cheaper than dedicated lines.

V i rtual Memory : A way to provide large memory
spaces to pro c e s s e s . Vi rtual memory usually exceeds the
actual memory capacity. Vi rtual memory is bro ken into
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p ages for ease of manage m e n t . A c t i ve pages are in mem-
o ry, while the rest are on a disk.

WA N : Wide A rea Netwo rk . A netwo rk that interc o n n e c t s
multiple systems or netwo rks over unlimited distances.
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SECTI O N 5:   SPE E DS AN D FE E DS

T h e re are va rious speeds for diffe rent netwo rk tech n o l o-
gi e s . The basic measurements are in K b p s — kilobits
( t h o u s a n d ) / s e c o n d ,M b p s — megabits (million) /second
or G b p s — gi g abits (billion)/second.

Wi de Area Spee ds

56 Kbps — a common access speed for Frame Relay
and ISDN. 64 Kbps is standard in Europe and other part s
of the wo r l d .

T1- 1.544 Mbps

Fractional T 1 — T1 is subdivided into twenty four 56
Kbps sub-channels — fractional T1 is a set of sub-ch a n-
nels used when re q u i rements are between 56 Kbps and
a full T1 link.

T3 - 45 Mbps

Fractional T 3 — a T3 link is divided into thirty T1 sub-
ch a n n e l s .

OC Spee ds 

OC speeds are for optical fi b e r. E a ch number is a mu l t i p l e
of 51. 7 Mbps.

Common OC speeds incl u d e : OC-3 (155 Mbps),O C - 1 2
(622 Mbps),and OC-48 (2.5 Gbps)
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L AN Spee ds

E t h e r n e t — comes in seve ral va rieties 
Tr a d i t i o n a l — 10 Mbps
Fast Ethernet — 100 Mbps 
Gigabit Ethernet — 1,000 Mbps or 1 Gbps

Token Ring — also has seve ral speeds
Tr a d i t i o n a l — 4 or 16 Mbps
High-speed 100 Mbps — still in specifi c a t i o n
F D D I — 100 Mbps
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N OTES :
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N OTES :
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A b o ut Concord Co m m u n i cations, In c .

A Fa m i ly of Tu r n k ey Applications

C o n c o rd Communications invented automated netwo rk
re p o rting with Netwo rk Health, a suite of applications
that addresses netwo rk perfo rmance at multiple levels of
your enterpri s e . The softwa re gi ves manage rs a high-leve l
v i ew of their netwo rked systems and an accura t e ,
detailed picture of individual links,d ev i c e s ,and fi n a l ly,
n e t wo rk usage by application, u s e r, and depart m e n t .
S h a ring the same underlying database and acclaimed pre-
sentation fo rm a t s , the Netwo rk Health fa m i ly of turn key
solutions provides a consistent and fully correlated view
of the IT infra s t ru c t u re . M a n age rs benefit from the ri g h t
i n fo rmation at the right time in the right fo rm a t ,e n abl i n g
m o re info rmed business decisions.
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